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Abstract
Serverless computing offers resource efficiency, cost efficiency, and

a "pay-as-you-go" pricing model, which makes it highly attractive

to both users and cloud providers. However, serverless computing

faces serious cold start problem, especially for deep neural network

(DNN) inference, which requires low latency. Existing cold start

optimization focuses only on quick container start and fast runtime

and library loading. However, DNN application bootstrap (DNN

framework load and start, model initialization, model download,

deserialization and copy) is the leading factor during the overall cold

start time. As the model size grows, the application-level bootstrap

becomes more severe.

We present PISeL, a generic and fast application-level cold-start

optimization mechanism for DNN inference. We propose a layer-

grouping mechanism and policy to pipeline model download, model

deserialization and copy and request execution. The grouping pol-

icy strikes a balance that minimizes both pipeline bubble risk and

synchronization overhead. The pipelining process is transparent to

a variety of DNN jobs and is implemented with the hook point in a

lightweight manner. PISeL not only greatly reduces the cold start

time, but also the peek memory usage which can easily incur OOM

(out of memory) problem. Our experiments show that PISeL accel-

erates cold start time with all experimented system configurations

and DNN models. PISeL can speed up cold start times by 37% and

63% using PyTorch framework executed on CPU and GPU and also

29% and 33% using TensorFlow framework executed on CPU and

GPU. Furthermore, PISeL reduces maximum memory usage by up

to 59% and 30% using PyTorch and TensorFlow frameworks.
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1 Introduction
Deep neural networks (DNNs) have revolutionized the field of ar-

tificial intelligence and have become increasingly popular for a

wide range of applications, including image classification, speech

recognition, and natural language processing. However, as the DNN

models become complex and large, it raises the challenges to prop-

erly allocate the required resources for the users and manage the

resource at scale to accommodate the complex and varied work-

loads [12, 28, 37].

Serverless computing offers resource efficiency, cost efficiency,

and a "pay-as-you-go" pricing model [15]. A serverless platform

runs the service inside the containers and automatically handles re-

source management. The developers simply upload their code and

the platform executes it on their behalf as needed at any scale. De-

velopers do not need to worry about resource provision or server

operation, and they pay only for the computing resources used

when their code is invoked. This auto-scaling and cost-effective

price model makes serverless computing an attractive tool to ac-

commodate the surge in DNN workloads [38].

Serverless computing removes the complex burden of resource

management for the users [30]. However, it faces the problem of

lengthy execution environment setup. When a service is required or

there are new incoming requests, the required running environment

has to be setup and provided quickly. It involves container creation

and start, runtime and library setup and loading and application

bootstrap, which calls cold start time. Only if the execution environ-

ment is ready, a request can start to be served. The expensive cold

start time adds the substantial latency to the users’ request. There

aremanyworks focusing on the optimization of cold start time, such

as fast container creation and start, quick runtime and library setup

and loading. Unfortunately, the application environment setup and

bootstrap is overlooked. However, for DNN inference workloads

the application bootstrap becomes the leading factor during the

overall cold start time, shown in section 2. After a DNN model is

initialized, the large model parameters need to be pulled from the
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remote storage to the compute node. Then the downloaded data is

required to be deserialized, and then an expensive memory copy is

followed to copy the datas into the device. To practically deploy the

DNN inference workloads in the serverless computing platform,

we have to optimize the expensive DNN application bootstrap time.

On the other hand, during the DNN application bootstrap, the

memory copy for the model parameters loading incurs the signif-

icant memory consumption increase. The instant memory peak

usage in DNN workloads can easily lead to out of memory (OOM)

problem. Although setting up a large memory needs can mitigate

this problem, it indeed brings more cost to the users. Furthermore,

the public providers usually adds a limitation for the maximum

memory a container can take. Eg, AWS Lambda sets up a maximum

memory limitation for each container with 10GB. Due to the maxi-

mum memory limitation and cost efficiency to the users, reducing

the peak memory usage for DNN model at any stage is required in

serverless computing environment.

Furthermore, there are a variety of DNN frameworks with the

different versions (such as PyTorch, Tensorflow, MXNet et.al) and

DNN jobs from the different areas (such as NLP, CV...). It requires a

general solution to optimization the cold start primarily incurred

by the DNN application bootstrap and peak memory consumption

caused by the memory copy during the loading stage. The proposed

solution should not require any change or update from the DNN

jobs and models and fully be be transparent to them. It should also

provide well compatibility with the different DNN frameworks.

To this end, we propose PISeL, a generic and efficient DNN

application bootstrap in serverless computing environment. PISeL

leverages a key observation that DNNmodel is usually composed by

a number of layers and a request follows a layer-by-layer execution

pattern. As such, there is no need to wait for the entire model to

be downloaded from the remote storage, then start to do the data

deserialization and loading into the device, and finally kick off the

request serving. Based on this observation, we design a pipelined

model mechanism, which can pipeline themodel download from the

remote storage, model deserialization and loading and the request

execution. However, the stages across the download, deserialization

and loading and execution require the synchronization. Only when

the previous stage is completed can the next stage start performing

its work.

The first challenge is to how to divide the model into groups and

overlap the latency across the stages. The naive pieplining strategy

is to perform on a layer-by-layer granularity. However, it can incur

high data transmission requests and synchronization overhead. To

reduce those overhead, PISeL pipeline divides a model layers into

groups and partitions, each of which contains several model lay-

ers. A bad partition decision could incur serious pipeline bubble,

which incurs the unnecessary waiting time across the stages and

then dramatically impact the pipeline efficiency [23]. To strike the

pipeline bubble and synchronization overhead, we design an op-

timal model-aware grouping algorithm to find the best grouping

strategy for a given model. With the pipelined model, it not only

shorten the DNN bootstrap time by overlapping the latency across

the stages, it can accordingly reduce the peak memory usage during

the loading time. The traditional way needs to download every-

thing and then start the memory copy for loading, which requires

double the size of model parameters for memory consumption. In

contrast, the memory copy in the partitioned model only involves

the parameters of a few layers within a group.

The second challenge is to make the mechanism generic and

accommodate a variety of DNNmodels and DNN platforms with dif-

ferent versions. We provide plugins for the popular DNN platforms

including Pytorch, Tensorflow and MXNet to easily implement the

pipelining DNN bootstrap with function hook points instead of any

model change or deep framework update. To do so, the mechanism

can be easily deployed and migrated from one version to another

version for the different DNN frameworks.

As the model size grows, PISeL performs more effective. With

small model size, the system benefit is limited as expected while

not adding extra latency and overhead. In the evaluation section,

we run the small, medium and big DNN model sizes to show the

system behavior. Because of the limited number of released mod-

els from MXNet and the difficulty of model conversion from the

other platfroms to MXNet platform, we only run the models on the

Pytorch and Tensorflow frameworks. Our evaluation shows that

PISeL can reduce response time in cold start scenarios up to 35% on

CPU and 30% on GPU. Accordingly PISeL can significantly decrease

the peak memory usage. Eg, the peak memory usage of the GPT-2

XL model falls down from 16GB to 9GB with PISeL enabled.

In summary, we make the following contributions:

• We observe the serious impact of DNN application bootstrap

to cold start time in serverless computing platform and the

serve peak memory consumption caused by DNN model

copy during the loading.

• We design a generic and fast application-level cold-start op-

timization mechanism, PISeL, that can pipeline model down-

load, model deserialization and loading, and computation in

a light-weight and transparent manner.

• We propose a group-partition algorithm to intelligently di-

vide layers into a group to pipeline the stages. It can strike

the balance between the pipeline bubble risk and synchro-

nization overhead.

• We prototype PISeL on the popular PyTorch and Tensorflow

platforms, and then evaluate its effectiveness of improvement

in cold start time and peak memory usage.

2 Background and Motivation
This section provides an overview of serverless computing and

its application to DNN inference, highlighting the key challenges

and limitations that motivate our work. We draw upon relevant

prior literature to contextualize our contributions and situate our

research within the broader field.

Serverless Computing. Serverless computing, also known as

Function as a Service (FaaS), has emerged as a popular paradigm for

deploying applications in the cloud [15]. In contrast to traditional

cloud computing models, serverless platforms abstract away the

underlying infrastructure, allowing developers to focus on writ-

ing and deploying stateless functions without the need for server

management. Serverless platforms automatically handle resource

allocation, scaling, and billing, providing a highly elastic and cost-

effective environment for executing event-driven workloads.

The fine-grained, pay-per-use pricing model of serverless com-

puting has made it an attractive option for a wide range of ap-

plications, including data processing, web services, and machine
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learning inference. However, the serverless execution model also

introduces new challenges and limitations, particularly in terms

of performance predictability and resource efficiency. One of the

most significant issues is the cold start problem, which refers to

the latency incurred when a function is invoked after a period of

inactivity, requiring the platform to provision and initialize a new

execution environment [1, 2].

Cold-start in DNN Serving. The application of serverless com-

puting to DNN inference workloads has gained significant attention

due to the growing demand for scalable and cost-effective inference

serving [40]. However, the cold start problem poses a major chal-

lenge for DNN inference in serverless environments, as initializing

and loading large DNN models can cause substantial latency.

As shown in Figure 1, serving a DNN inference request in a

serverless platform involves several time-consuming steps, includ-

ing downloading model parameters from remote storage (e.g., S3,

Blob storage), loading the parameters into the serverless function’s

memory, and executing the inference computation on the input

data. Each step significantly contributes to the overall inference

latency, especially for larger and more complex DNN models.

Previous work has explored various methods to reduce cold start

latency in serverless environments by optimizing container cre-

ation, startup, runtime, and libraries [1, 2, 5, 8, 19, 31, 41]. While

promising for general serverless workloads, these techniques may

not fully address the unique requirements of DNN inference, which

involve largemodels and strict latency constraints, making application-

level bootstrap a leading time cost in the overall cold-start time.

Recent studies have specifically targeted the performance and

resource optimization of DNN workloads in serverless environ-

ments [11, 18, 22]. Although these studies have made valuable

contributions, they do not fully address the challenges of cold start

latency and resource efficiency for DNN inference in serverless en-

vironments. Our work aims to bridge this gap by proposing a novel,

framework-agnostic approach that optimizes the end-to-end perfor-

mance of DNN inference workloads through pipelined execution

and efficient resource management.

Memory Footprint. Memory consumption is a critical factor in

serverless computing [16, 18, 39], as it directly impacts both the

cost and performance of applications. Serverless platforms typi-

cally charge users based on the amount of memory allocated to

their functions, even if the actual memory usage is lower. This

pricing model incentivizes developers to carefully optimize the

memory footprint of their serverless functions to minimize costs

while ensuring adequate performance.

DNN inference workloads are particularly memory-intensive, as

they require loading large model parameters into memory during

the inference process. As shown in Figure 2, popular DNN frame-

works such as PyTorch and TensorFlow can exhibit substantial

memory overheads during the model loading phase, often far ex-

ceeding the actual runtime requirements of the inference task. This

inefficiency stems from the creation of multiple copies of model

parameters during the loading process, leading to unnecessary

memory consumption and increased costs.

Prior work has investigated various techniques for optimizing

memory usage in serverless environments, aiming to reduce costs

and improve resource efficiency. However, these solutions do not

specifically address the memory inefficiencies of DNN frameworks,
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Figure 1: Tasks time in a cold-start scenario

which are a major contributor to the high memory footprint of

serverless inference workloads.

Transparency To Frameworks and Platforms.Optimizing DNN

inference workloads in serverless environments is challenging due

to the lack of transparency and portability across different frame-

works and platforms. Existing techniques often rely on framework-

specific modifications or deep integration with the serverless in-

frastructure, limiting their adoptability and generalizability.

Our work addresses this by proposing a framework-agnostic

approach that can be easily integrated with popular DNN frame-

works like TensorFlow, PyTorch, and MXNet, without extensive

modifications to the application code or serverless platform. Using

dynamic library interposition and function-level hooks, our solu-

tion enables transparent optimization of DNN inference workloads

across various serverless environments.

Recognizing the importance of transparency and interoperabil-

ity in serverless computing, prior work has aimed to establish

common standards and abstractions. Our approach aligns with
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Figure 2: Memory usage during a cold-start

these efforts, providing a transparent, framework-agnostic solution

for optimizing DNN inference workloads in serverless environ-

ments. This contributes to building a more open, interoperable,

and performant serverless ecosystem by eliminating the need for

framework-specific modifications and enabling seamless integra-

tion with existing serverless platforms.

3 System Design
PISeL is designed to address the challenges of cold start latency and

high memory usage in serverless environments for DNN services.

The design goals of PISeL are as follows:

G1:Minimize the cold start time.Optimize the DNN application

bootstrap time due to the leading factor for the cold start

time in the serverless computing platform.

G2: Minimize the peak memory usage. Reduce the memory

copy consumption during model loading and substantially

minimize the peak memory usage.

G3: Minimize the introduced overhead. Provide a light-weight
sychronization mechanism during model loading and com-

pletely remove the synchronization after fully load.

G4: Provide the transparency to the DNN jobs. Design the

optimization mechanism which is transparent to a variety of

DNN jobs, which does not incur any code change or update

for DNN jobs.

G5: Maintain the compatibility to DNN frameworks. Provide
the compatibility to the different versions of DNN frame-

works by avoiding any deep change.

To achieve G1 and G2, PISeL partitions the DNN model into

smaller parts, grouping consecutive layers while minimizing over-

head. To achieve G3, PISeL removes all the hooks and wrappers

used for partitioning and parallelization once the model is fully

loaded. This ensures zero overhead during steady-state operation,

allowing the framework to serve requests efficiently. PISeL main-

tains transparency and compatibility (G4 and G5) by using hooks

and wrappers that can be easily adapted to different DNN frame-

works. This enables seamless integration with popular libraries

such as PyTorch, TensorFlow, and MXNet.

3.1 System Overview
Figure 3 illustrates the overall architecture of PISeL, showing the

interaction between the various components. The system design

allows for efficient model partitioning and parallel downloading,

addressing G1 by minimizing cold start times and G2 by reducing

peak memory usage during loading. It achieves G3 by utilizing

a lightweight synchronization mechanism during model loading

and removing it once loading is complete, ensuring minimal over-

head. The architecture also supports G4 and G5, maintaining trans-

parency and compatibility with various DNN frameworks.
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Figure 3: PISeL Architecture

Model Partitioning. The first stage in PISeL involves splitting the

DNN model into partitions, where each partition consists of one or

more layers. Partitioning the model enables parallel downloading,

loading, and execution of the layers, which significantly reduces

the cold start time and peak memory usage.

When designing the partitioning strategy, we considered two

key factors: the granularity of the partitions and the overhead as-

sociated with each partition. Splitting a single layer into multiple

partitions does not provide any benefits in terms of memory usage

or response time during cold starts. This is because, during the load-

ing phase, the entire layer must be passed to the DNN framework

regardless of how it is partitioned. Therefore, our design ensures

that each layer remains intact within a partition. Additionally, to

achieve optimal performance through parallel execution and load-

ing, our partitioning strategy groups only consecutive layers within

a partition. This allows the layers to be loaded in the correct order,

enabling the DNN framework to start executing the layers as soon

as their dependencies are resolved.

The challenge lies in determining the optimal grouping of con-

secutive layers into partitions. Two main considerations guide this

decision. First, creating a new partition introduces an overhead,

which is equal to the request latency (𝑅𝐿) associated with initial-

izing the partition. Second, in the absence of overhead, the ideal

scenario for minimizing peakmemory usage and cold start response

time would be to place each layer in its own partition. However,

this approach is not practical due to the overhead associated with

managing a large number of partitions. To address this challenge,

we introduce a lower bound on the size of each partition. The par-

tition overhead can be avoided if the size of the previous partition

exceeds the product of 𝑅𝐿 and the connection bandwidth(𝐵𝑊 ).
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Model Partitioning Solver. The model partitioning objective is to

minimize the response time in cold start scenarios while reducing

the maximum memory consumption during model loading. We

formulated the problem as below:

Let 𝐷 [𝑖], 𝐿[𝑖], and 𝐸 [𝑖] denote the time taken for the 𝑖-th layer

to be downloaded, loaded, and execute the request, respectively.

Additionally, let 𝑅𝐿 represent the time remote storage takes to start

transfering a file to the application. The tasks can be defined as

𝐷 [0 : 𝑛], 𝐿[0 : 𝑛], and 𝐸 [0 : 𝑛], with dependencies 𝐸 [𝑖] → 𝐿[𝑖] →
𝐷 [𝑖]. Due to CPU and I/O constraints, only one 𝐿 or 𝐸 task and one

𝐷 task can be executed in a thread at any given moment. For each

layer, PISeL considers two options:

(1) Merging the layer with the next partition

(2) Splitting the layer from the next partition and starting a new

partition

Merging reduces the number of download requests to remote stor-

age cluster but may increase the maximum memory usage during

loading and miss the opportunity to perform 𝐿[𝑖] and 𝐸 [𝑖] while
the next partition is being downloaded.

The ideal memory management method is sequential layer load-

ing, minimizing peak memory use. However, due to considerable

transmission and synchronization overhead, PISeL partitions the

model into small-sized partitions, balancingmemory efficiency with

reduced loading delays.

PISeL proposal a model partitioning algorithm for splitting the

DNN model into optimal partitions when it receives a partitioning

order from the Partition Agent. The algorithm uses the 𝑅𝐿 and

𝐵𝑊 parameters provided in the partitioning order to determine

the optimal partition size. It downloads the model from the remote

storage (e.g., AWS S3, Google Cloud Storage, Azure Blob Storage,

etc.), groups layers into partitions such that each partition size ex-

ceeds 𝑅𝐿×𝐵𝑊 , and uploads the partitions to the Model Partitioning

Cache as shown in Algorithm 1.

Algorithm 1 Greedy-based Model Partitioning Algorithm

Input: 𝑚𝑜𝑑𝑒𝑙 : a sequence of layers {𝐿1, 𝐿2, . . . , 𝐿𝑛};
𝑅𝐿: request latency;𝐵𝑊 : bandwidth of the network connection

Output: Optimal partitions 𝑃 of the model

1: function ModelPartitioning(𝑚𝑜𝑑𝑒𝑙, 𝑅𝐿, 𝐵𝑊 )

2: 𝑃, 𝑝i ← ∅, ∅
3: 𝑏min ← 𝑅𝐿 · 𝐵𝑊
4: for 𝑖 , 𝑙𝑎𝑦𝑒𝑟 ∈ enumerate(𝑚𝑜𝑑𝑒𝑙 ) do
5: 𝑝i ← 𝑝i ∪ {𝑙𝑎𝑦𝑒𝑟 }
6: if |p

i
| ≥ 𝑏min then

7: 𝑃 ← 𝑃 ∪ {𝑝i}
8: upload_to_cache(𝑝i)
9: 𝑝i ← ∅
10: if 𝑝i ≠ ∅ then
11: 𝑃 ← 𝑃 ∪ {𝑝i}
12: upload_to_cache(𝑝i)
13: return 𝑃

The algorithm iterates through the model layers, grouping them

into partitions until the size of a partition reaches the minimum

bound 𝑏min, calculated as 𝑅𝐿 × 𝐵𝑊 . Partitions are uploaded to the

Model Partitioning Cache for parallel downloading and processing.

The Partition Downloader downloads partitions in parallel, ini-

tiating the next download when the remaining size of the current

partition equals the overlay size (𝑅𝐿 × 𝐵𝑊 ), maximizing network

bandwidth utilization. The Partition Loader and Executioner load

and execute layers within each partition as they become available,

allowing inference requests to be processed without waiting for

the entire model to load. Condition locks synchronize the loading

and execution processes.

We next proof the correctness of the partitioning algorithm.

Theorem 1. Algorithm 1 finds the optimal partitioning strategy
that minimizes the number of partitions while ensuring that each
partition size is at least 𝑏min.

Proof. Base case: For 𝑛 = 1, if the size of the single layer 𝐿1
is at least 𝑏min, it forms its own partition, which is clearly optimal

since no better partitioning exists. If |𝐿1 | < 𝑏min, it still forms a

partition by itself, as no partitioning can increase its size, fulfilling

the minimum condition by definition of infeasibility to combine

with other layers.

Inductive hypothesis: Assume that for any sequence of layers

{𝐿1, 𝐿2, . . . , 𝐿𝑘 } of length 𝑘 , where 𝑘 ≥ 1, the algorithm finds the

optimal grouping strategy.

Inductive step: Consider a sequence {𝐿1, 𝐿2, . . . , 𝐿𝑘+1}. Let 𝑃
be the partitioning strategy produced by the algorithm for this

sequence. Suppose 𝑃∗ is any other optimal partitioning strategy for

the same sequence.

Let 𝑝ℓ in 𝑃
∗
be the last partition. If 𝑝ℓ contains 𝐿𝑘+1 and other lay-

ers starting from some 𝐿𝑖 , then by optimality of 𝑃1:𝑘 for {𝐿1, 𝐿2, . . . ,
𝐿𝑖−1} (inductive hypothesis), and since |𝑝ℓ | ≥ 𝑏min, it aligns with

the formation in 𝑃 . If 𝑝ℓ equals {𝐿𝑘+1} and |𝐿𝑘+1 | ≥ 𝑏min, 𝐿𝑘+1
forms a partition in 𝑃 optimally. If |𝐿𝑘+1 | < 𝑏min, then in 𝑃 , 𝐿𝑘+1
would join the last partition of 𝑃

1:𝑘 unless adding it exceeds a

threshold, which should be checked by the algorithm.

Thus, in each case, 𝑃 adheres to the optimal strategy, completing

the induction. □

Partitioning Cache. The Model Partitioning Cache stores pre-

computed model partitions and is designed to efficiently handle

simultaneous requests from multiple functions, using in-memory

and distributed caching techniques for fast access. When a server-

less function is triggered, it first queries this cache. If the partitions

are available, the function can immediately proceed with download-

ing and loading them, thereby reducing the latency. This avoids

the latency typically associated with on-the-fly model partitioning.

If the partitions are not available, the cache triggers the Partition

Agent to start the partitioning process. This process involves the

Model Partitioning Solver, which determines the optimal way to

partition the model based on current system configurations and

model requirements. These newly created partitions are then stored

back in the cache for future access by other functions.

Partition Agent. When a new function is initialized, the parti-

tion agent searches for pre-stored partitions in the Model Partition

Cache. If it doesn’t find any partitions in the cache, it performs an

action. First, it calculates the 𝑅𝐿 and BW parameters, then sends a

partitioning order to the partition solver with those two parameters.

𝑅𝐿 can be calculated by downloading several tiny objects stored in

remote storage, each less than a kilobyte in size, and calculating
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the average download time. We calculate 𝑅𝐿 and 𝐵𝑊 in functions

instead of in the partition solver because the partition solver has

different resources and limitations compared to functions. If the

partition solver were to measure these parameters, the results could

be unrealistic. After this process, partitions are stored in the cache

and can be used by other functions in the future. Finally, the parti-

tion agent passes 𝑅𝐿 × 𝐵𝑊 to the partition downloader, at which

point its responsibility ends.

Partition Downloader. The Partition Downloader is responsible

for downloading the model partitions from the Model Partitioning

Cache. It receives the overlay size from the Partition Agent and

initiates a connection to the cache. To hide the overhead of ini-

tiating partition downloads, the downloader sends the download

request for the next partition when the remaining size of the cur-

rent downloading partition equals the overlay size. This technique

effectively hides the download initiation overhead and maximizes

the utilization of the available network bandwidth. Once a partition

is fully downloaded, the downloader saves it to a file and notifies

the Partition Loader to load the partition.

Partition Loader. The Partition Loader is responsible for loading

model partitions into memory. It works closely with the Partition

Downloader, which retrieves partitions from the Model Partition-

ing Cache. As each partition is downloaded, the Partition Loader

deserializes the data and loads layer parameters into memory. It

also manages condition locks for each layer, ensuring the Partition

Executioner can execute a layer only once its parameters are fully

loaded.

Parallelize Model Loading And Execution To further reduce

the cold start time, PISeL parallelizes model loading and request

execution. This is possible because layers can execute requests

as soon as their weights are loaded, and the execution process

proceeds layer by layer. By leveraging this characteristic, we can

start executing requests for the loaded layers while the remaining

layers are still being loaded.

However, there are three challenges that must be addressed to

enable efficient parallelization:

• A request can only be executed in a layer after all of the

weights in that layer are fully loaded, and they should wait

if the weights are not yet available.

• The overhead introduced by the parallelization mechanism

must be minimal for each layer. Even a small overhead per

layer can accumulate and significantly increase the response

time, considering the large number of layers in complex

DNN models.

• Different types of layers have varying numbers of parameters

(e.g., weights, biases), and some layers may not have any

parameters at all. The parallelization mechanism must take

these differences into account.

To overcome these challenges, PISeL employs a condition locking

mechanism before executing layers that have at least one param-

eter. When a model is initialized, all the locks are closed. As the

layer parameters are loaded, the corresponding locks are opened,

indicating that the layers are ready for execution. To minimize the

overhead, PISeL does not apply locks to layers that do not have any

parameters. This optimization reduces the number of lock opera-

tions and improves efficiency. Furthermore, to handle the different

types of layers and their varying parameter configurations, PISeL

dynamically identifies all the persistent parameters for each layer.

The lock condition for a layer is updated only when all of its param-

eters are completely loaded. This ensures that a layer is executed

only when it has all the necessary parameters available. By using

this condition locking mechanism, PISeL effectively synchronizes

the model loading and request execution processes. Layers with

loaded weights can start executing requests immediately, while

layers with pending weights wait until they are fully loaded. This

parallelization significantly reduces the cold start time, as the ex-

ecution of layers can begin much earlier than in the traditional

sequential approach.

The Partition Loader deserializes the downloaded partitions and

loads the layer parameters consecutively. As each layer’s parame-

ters are fully loaded, the corresponding condition lock is released,

allowing the Partition Executioner to process requests for that layer.

This synchronization between the Partition Loader and Partition

Executioner ensures efficient parallel processing while maintaining

the correct execution order.

Transparency and Compatibility. A key aspect of PISeL’s design

is its transparency to DNN jobs and serverless platforms, and com-

patibility to DNN frameworks. PISeL requiresminimal code changes

to integrate with existing systems, making it highly adaptable and

easy to adopt. The use of hooks and wrappers allows PISeL to be

easily incorporated into various DNN frameworks, such as PyTorch,

TensorFlow, and MXNet. This transparency and compatibility en-

able the wider community to benefit from PISeL’s optimizations

without the need for extensive modifications to their existing code-

base. By avoiding deep changes to the frameworks, PISeL maintains

compatibility with different versions of the DNN frameworks, en-

suring a smooth integration process. Moreover, PISeL’s design is

platform-agnostic, meaning it can be easily deployed on various

serverless computing platforms without requiring any platform-

specific modifications. This flexibility allows the users to leverage

PISeL’s benefits across the different serverless providers, further

enhancing its usability and adoption potential.

4 Implementation
we have implemented a system prototype for PISeL eith 500 lines of

code in python, and we have integrated that with PyTorch, Tensor-

flow and MXnet frameworks. For each framework there are some

hooks and wrappers to do the synchronisation between download-

ing, loading and execution threads and also there is a fuction to

calculation partitioning optimization problem. Also there our mech-

anism to overlay partitions downloading to remove request latency

is implemented to a function.

5 Evaluation
In this section, we first demonstrate the response time of PISeL

in the cold start scenario and then show the peak memory usage.

We next compare the performance between the proposed layer-

grouping pipelining and the naive layer-by-layer pipelining. Finally

we also evaluate the overhead of the model partition algorithm in

PISeL. Due to the limited number of released models from MXNet

and the difficulty of model conversion from the other platfroms to

MXNet platform, we only evaluate PISeL on the two most popular
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DNN frameworks: Pytorch and Tensorflow on both CPU and GPU

platforms. To make it clear, our objective is not to compare these

frameworks, but to show the improvements contributed by PISeL

on each platform.

Setup:We evaluate PISeL on CPU and GPU platforms. The CPU

setup includes a server with a 24-core AMD 7402P CPU at 2.80GHz,

128GB ECC Memory (8x16GB 3200MT/s RDIMMs), and a 1.6TB

NVMe SSD (PCIe v4.0). The GPU setup includes a server with two

Intel Xeon E5-2667 8-core CPUs at 3.20GHz, 128GB ECC Memory,

two 960GB 6G SATA SSDs, and a NVIDIA 16GB Tesla V100 SMX2

GPU. Both setups connect to a multi-node, multi-storage MinIO

object storage with 10Gb/s throughput.

Workloads:DNNmodels used include ResNet50 [35], VGG19 [33],

RegNet [29], GPT2 [27], LaBSE [9], GPT2-XL [27], Wav2Vec2 [3],

Whisper-M [26], and Whisper-L [26]. We use standard configura-

tions for each model.

Metrics:Wemeasure latency and peak memory usage, reporting

the average of 30 runs. Improvement is calculated by dividing the

response time or peak memory usage with PISeL disabled by the

same metric with PISeL enabled.

Baselines: Our baselines are "No optimization" and "layer-by-

layer" pipeline. "No optimization" performs stages sequentially

(download, deserialization, loading, execution), referred to as "with-

out pipeline." "Layer-by-layer" downloads model layer by layer, with

deserialization and loading following the same pattern.

5.1 Latency in Cold-Start
One of the key improvements of PISeL is to reduce response time in

cold-start scenario. We vary the batch size from 1 to 32 to evaluate

the end-to-end request latency of small, medium and large model

size on both CPU and GPU platforms. We tested the improvement

of PISeL on both TensorFlow and Pytorch frameworks.

Figure 4 and Figure 5 show the latency and speedup for small,

medium, and large models running on the TensorFlow platform in

CPU and GPU setups. We observed: 1) As the model size grows, the

speedup increases because the DNN model bootstrap time takes an

increasing percentage of the overall cold start time. This trend is

shown in Figure 1 of § 2. 2) As the batch size increases, the speedup

first increases and then decreases. This is caused by the increasing

execution latency as the batch size increases. Once the execution

latency dominates the overall cold start time, the stage latency

across downloading, deserialization & loading, and execution can-

not be well overlapped in any partition pattern, impacting pipeline

efficiency. 3) For small models, due to the small percentage of DNN

model bootstrap in the overall cold start, PISeL does not add sig-

nificant benefits or overhead, showing similar performance to the

baseline without using the pipeline. 4) PISeL shows performance

gains on both CPU and GPU platforms. However, the speedup of

TensorFlow on the GPU in Figure 5 is generally lower than that of

PyTorch on the GPU shown in Figure 7. This is because the models

on TensorFlow are not well optimized, resulting in suboptimal per-

formance. Yet, PISeL can still achieve up to 1.32× speedup on large

models like Regnet and GPT2-XL.

We have the similar observations while running the experiments

on Pytorch platform with both CPU and GPU setup, shown in

Figure 6 and Figure 7. On CPU, we observe speed-ups of up to
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Figure 4: TensorFlow CPU
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Figure 5: TensorFlow GPU
1.36×, with the larger models like GPT2-XL and Regnet seeing

the greatest improvements. It has the same reason as the above

Tensorflow platform shows. For the larger models, the container

creation and framework initialization take a smaller proportion of

the total cold-start time, allowing the benefits of pipelining to stand
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out. On GPU, the speed-ups are even higher as expected, reaching

1.51×. This is attributed to two factors. First, the raw execution time

on GPU is much lower than on CPU. Second, the relative loading

time is higher on GPU due to another data transmission between

CPU and GPU over the PCIe bus. As a result, on GPU there is a

greater overlap between the downloading, loading, and execution

stages, leading to more significant speed-ups. Interestingly, the peak

speed-up is often achieved at an intermediate batch size (e.g., 4 or

8) rather than the smallest or largest size. This is because at very

small batch sizes, the execution time is too short to fully overlap

with loading, while at very large batch sizes, the execution time

dominates the total time, reducing the relative benefit of pipelining.
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Figure 6: PyTorch CPU
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Figure 7: PyTorch GPU

5.2 Peak Memory Usage
Figure 8 and Figure 9 compare the peak memory usage of PISeL

with the original TensorFlow and PyTorch frameworks across small,

medium and large models. PISeL consistently reduces the peak

memory footprint for all model sizes and frameworks. For PyTorch,

the memory savings are most pronounced for large models, with

PISeL reducing the peak usage by over 2× for GPT2-XL, Regnet,

and Whisper-Large. This is achieved by splitting the model pa-

rameters into the different groups, and then loading each group

is individually taken at the different time slot. In this way, it can

significantly reduce the memory consumption during the loading

stage than copying the whole model parameters. For example, load-

ing GPT2-XL with vanilla PyTorch requires over 18GB of GPU

memory, while PISeL cuts this down to less than 8GB. The memory

savings are smaller but still significant for TensorFlow, ranging

from 1.22 − 1.42×. The lower savings are due to an existing op-

timization in TensorFlow that splits model loading into chunks.

However, PISeL still reduces the peak usage by 4GB for GPT2-XL,

from 13GB to 9GB, a significant reduction especially when deploy-

ing on GPUs with limited memory. For small models like ResNet

and Wav2Vec2, the memory overheads are less prominent as the

models themselves are much smaller. Nevertheless, PISeL consis-

tently uses less memory than the baselines. These results highlight

the importance of PISeL’s memory management. By enabling incre-

mental loading, PISeL substantially reduces the memory footprint,

allowing larger models to be deployed on a given GPU and enabling

denser multi-tenancy.
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Figure 8: Peak Memory Usage(TensorFlow)
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Figure 9: Peak Memory Usage(PyTorch)

5.3 Pipelined Model Transmission and Loading
Figure 10 and Figure 11 shows the total time measured by the client

for issuing an inference task until finishing its inference, which

includes the latency of container creation, runtime and library load-

ing, and DNN model bootstrap. Layer-by-layer pipeline overlaps

the download, deserialization and load, and computation at the

granularity of layer. But because it has download and load over-

head and synchronization overhead for every layer, it has worse

performance on both Tensorflow and Pytorch frameworks for both

small and large models. For both Layer-by-layer and PISeL pipeline

mechanisms, As the batch size further increases, we do not see the

sustained speedup growth. This is because as the larger batch size
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grows, the computation is expected to increase accordingly, which

breaks the well overlapping across the stages if a stage’s time is

substantial long. Then the pipeline efficiency gets impacted.
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Figure 10: Pipeline on TensorFlow
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Figure 11: Pipeline on PyTorch
5.4 Partitioning Time
We measure the time taken by PISeL ’s optimal grouping algorithm

to partition models for PyTorch and TensorFlow. Figure 12(a) shows

PyTorch results, while Figure 12(b) shows TensorFlow results.

For PyTorch models, partitioning times range from 3.5 ms for

VGG19 to 167 ms for Whisper-L, increasing with model size and

complexity. Even the largest model (Whisper-L) partitions in under

200 ms, negligible compared to loading and inference times. Tensor-

Flowmodels show similar trends, with times from 1.5 ms for VGG19

to 40 ms for GPT2-XL, due to fewer models tested. These times add

minimal overhead to inference latency. PISeL ’s efficient algorithm

achieves these low times by pruning suboptimal partitions based on

computation and transmission times and those violating memory

constraints, allowing quick optimal partitioning.

6 Related Work
In this section, we provide a synthetic summary on existing works

on serverless computing DNN inference optimization.

Cold-Start Optimization: There have been extensive efforts to

improve cold start time. Almost of these works focus only on the

optimization of container startup, runtime and libraries. RunD [19],

SAND [2], FireCracker [1], Faasm [31] seeked the lightweight

virtualization technologies to pursue lower overhead. Seuss[5],

Catalyzer[8], Fastlane [17] redesigned the container runtime to op-

timize the runtime loading. Ping et al. [21], Xanadu [7] pre-creates

a container pool with the different resource configurations to hide

the container startup time. However, the application-level cold start

is often overlooked. PISeL focuses on the optimization of DNN

application-level cold start by leveraging the inherent characteris-

tics of DNN models.

DNN Serving: Many techniques and systems have been pro-

posed to improve the performance of DNN serving systems and
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(b) Partitioning time for TensorFlow models.

Figure 12: Comparison of partitioning times.

the resource utilization through the intelligent scheduling like

REEF [13], AlpaServe [20], Orion [34], AdaInf [32], Muxflow [42],

and Deepboot [6]. There are some other works focusing on batch

size selection to optimize the performance of the DNN inference [11,

22]. MLProxy[22] employed a dynamic batching to optimize re-

source utilization andmeet SLAs in serverlessML inference. Tetris [18]

explored tensors sharing to reduce the memory usage. Our work

is orthogonal to these works. PISeL introduces a novel pipelining

approach that is transparent to the DNN framework and serverless

platform, and reduces both cold-start latency and memory usage.

Model Pipeline: Pipeline is a classical method to hide latency by

overlapping and paralleling the different operations, which is widely

used in the computer systems. ByteScheduler [25], Pipedream [24],

BytePS [14], and Bamboo [36] overlapped the computation and

communication in the distributed training system to accelerate

the training time. Pipeswitch [4], and Mobius [10] overlapped and

pipelined the communication and computation across the CPU and

GPU. PISeL specializes in pipelining for inference workloads in a

serverless computing by overlapping the parameter download from

the remote storage, deserialization and loading, and computation.

The whole pipelining process is designed to be transparent to the

DNN jobs and easily maintain the compatibility across the different

versions of DNN frameworks.

7 Conclusion
We present PISeL, a system that enables fast application-level cold

start for DNN inference in serverless computing. By introducing

model pipelining, PISeL reduces cold start time and peak mem-

ory usage by overlapping parameter downloads, deserialization,

loading, and computation. To optimize this pipeline, PISeL uses

a greedy-based partition algorithm to balance pipeline bubbles

and synchronization. Additionally, PISeL employs plugin and hook

points to ensure transparency and compatibility with various DNN

jobs and frameworks. Our experiments on different DNN mod-

els and CPU/GPU platforms demonstrate that PISeL significantly

reduces cold start time and peak memory usage.
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