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ABSTRACT
Serverless computing, also known as Function-as-a-Service (FaaS),
is a significant development trend in modern software system archi-
tecture. Theworkflow composition ofmultiple short-lived functions
has emerged as a prominent pattern in FaaS, exposing a consid-
erable resources configuration challenge compared to individual
independent serverless functions. This challenge unfolds in two
ways. Firstly, workflows frequently encounter dynamic and concur-
rent user workloads, increasing the risk of QoS violations. Secondly,
the performance of a function can be affected by the resource re-
provision of other functions within the workflow.

With the popularity of the mode of concurrent processing in
one single instance, concurrency limit as a critical configuration
parameter imposes restrictions on the capacity of requests per in-
stance. In this study, we present FaaSConf, a QoS-aware hybrid
resource configuration approach that uses multi-agent reinforce-
ment learning (MARL) to configure hybrid resources, including
hardware resources and concurrency, thereby ensuring end-to-end
QoS while minimizing resource costs. To enhance decision-making,
we employ an attention technique in MARL to capture the complex
performance dependencies between functions. We further propose
a safe exploration strategy to mitigate QoS violations, resulting
in a safer and efficient configuration exploration. The experimen-
tal results demonstrate that FaaSConf outperforms state-of-the-art
approaches significantly. On average, it achieves a 26.5% cost re-
duction while exhibiting robustness to dynamic load changes.
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1 INTRODUCTION
Serverless computing becomes an important software system ar-
chitecture, primarily due to its ability to eliminate an application’s
reliance on a fixed server infrastructure. This software system archi-
tecture decouples the application from concerns of resource alloca-
tion and elastic scaling. Due to the fine granularity and highly elas-
tic nature, both commercial FaaS providers [16, 24, 25, 27, 39] and
open-source FaaS platforms [59, 60] are witnessing a surge in func-
tion workflows, such as video processing pipelines [23], machine
learning workflows [76, 85]. Nowadays, numerous software devel-
opers are migrating their services to the FaaS platforms [7, 42, 77].
The serverless application is composed of multiple loosely cou-
pled functions, separating process logic and function execution,
pursuing fine-granularity and high elasticity, as well as modular
deployment [92, 96],which have been growing in popularity. De-
spite these benefits, guaranteeing end-to-end Quality of Service
(QoS) and enhancing resource utilization efficiency remain pivotal
challenges for both cloud vendors and users. Cloud vendors such as
AWS Lambda [39], Google Cloud Functions (GCF) [27], and Azure
Functions [25] typically offer resource configurations like CPU and
memory. A lot of prior works have focused on resource manage-
ment for serverless functions. For instance, [1, 8, 67, 78, 90, 91]
employed black-box optimization like BO or RL to learn optimal
configuration tuning, and [22, 44, 52] models relationships between
configurations and performance. While they are effective, another
crucial issue the system has to tackle is resource configuration in
serverless workflows, which exhibits the characteristics of concur-
rency, dynamic loads and performance dependencies. Specifically,
the primary challenges of resource configuration for serverless
workflows are as follows.

C1: Trade-off between QoS and cost under concurrent
workloads. A workflow comprises multiple functions, resulting
in a longer execution path and posing greater challenges in en-
suring QoS compared to individual functions, particularly when
confronted with concurrent requests. However, blindly scaling out
the resources can lead to significant increase on costs and resources
wastage.
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C2: Complex performance dependencies. There are complex
dependencies between functions in complex workflows, which lead
to cascading effects when reconfiguring resources. Moreover, the
degree of the interactions between functions varies, which is hard
to precisely capture.

C3: Difficulty on policy learning. The configuration space
of workflow grows exponentially in relation to (i) the number of
functions and (ii) the number of configuration knobs, discovering
optimal policies requires extensive explorations, which significantly
increases the training difficulty on learning-based methods[66, 67].

However, prior methods are not practical enough in serverless
workflows for the twomajor reasons. Firstly, many prior approaches
excel in optimizing resources of individual functions [1, 8, 66, 75, 90].
However, when applying them to workflows, two limitations are
observed in our experiments: (i) they primarily focus on optimiz-
ing the trade-off between QoS and cost of individual functions
while disregarding the overall end-to-end performance of function
workflows. (ii) The resource reconfiguration of one function can
cause non negligible impact on other functions within the work-
flow. Hence, it is imperative to adopt a holistic view to maintain
end-to-end QoS while considering the interdependencies to balance
the performance between functions.

Secondly, most prior methods [8, 22, 74, 78, 90, 96] find the opti-
mal configuration in scenarios with a low and simple workloads,
assuming a low invocation frequency of functions and only focus on
optimizing hardware resources. However, serverless workflows of-
ten face dynamic and concurrent loads, with typical scenarios being
substantial requests in online software services and high concur-
rency event-driven tasks [3, 7, 42, 48]. These optimal configurations
that serve a single workload can cause QoS violations under con-
current requests and cannot easily adapt to dynamic workloads.
Recent studies [45, 72] introduce concurrency-based autoscaling
methods to determine the maximum number of requests that can
be processed in parallel per container. Based on our observations
on serverless functions and workflows in different FaaS platforms
in Sec.2.2, the concurrency configuration significantly impacts the
overall system performance under concurrent workloads. However,
hardware resources reconfiguration can shift optimal concurrency
to be sub-optimal[45]. Therefore, a promising solution lies in the
joint optimization of hardware resources and concurrency in order
to provide ideal amount of resources while avoiding overload on
existing resources.

FaaSConf Approach. To fill the gaps of existing works, we
propose FaaSConf, a QoS-aware and hybrid resource configura-
tion approach that aims to automatically unearth FaaS workflows’
optimal hybrid resources Configuration. Our key observation is
that concurrency configuration greatly influences function perfor-
mance in the scenario of concurrent user requests, and should be
optimized along with hardware resources to find the optimal so-
lution, which is ignored in previous works [1, 8, 67, 75, 90, 96].
Treating each function as an agent, FaaSConf leverages multi-agent
reinforcement learning (MARL) to simultaneously optimize both
vertical and horizontal resources, as well as concurrency to support
cost-efficient resource configuration and ensure QoS (solution to
C1). To achieve efficient MARL for hybrid resources configuration,
we combine attention mechanism[79] and mean-field technique[87]

Table 1: Comparison of state-of-the-art serverless resource
configuration approaches.

Approach Vertical Horizontal Concurrency Workflow

COSE [1]
SLAM [71]
Sizeless [22]

FaaSDeliver [90]
Q-Learning [72]

Kraken [7]
StepConf [82]
SIMPPO [67]
ENSURE [75]
Aquatope [96]
ORION [51]

FaaSConf

in MARL to not only capture the dynamic performance dependen-
cies of functions automatically (solution to C2) but also reduce
the computational complexity of policy learning (solution to C3).
Furthermore, we propose a safe exploration strategy to correlate
the price of resources with the quality of configurations to reduce
QoS violations during online resource configuration optimization
process (solution to C1).

Generally, we make the following contributions.
• We conduct extensive studies to reveal that existing resource
configuration optimization methods for FaaS workflows can
result in sub-optimality and inefficiency due to concurrent
requests and function dependencies, which are the typical
characteristics of workflows.

• We propose a MARL-based resource configuration tuning
approach, namely FaaSConf, which jointly optimizes hard-
ware resources and concurrency configuration in an efficient
manner. We combine mean field and attention mecha-
nism to not only learn the varied dependencies between
FaaS functions, but also reduce difficulty of policy learning.

• We implement FaaSConf based on OpenFaaS, we evaluate
FaaSConf with four baselines using realistic serverless work-
loads, demonstrate that FaaSConf significantly reduces the
average resource costs of 26.5% compared to state-of-the-art
baselines and is robust to dynamic workload changes.

2 BACKGROUND AND MOTIVATION
2.1 Background
Serverless Workflows. In addition to single serverless functions,
another important aspect of serverless computing is workflows.
Serverless workflows implement business logic through a series
of interdependent functions. A single function completes indepen-
dent tasks and interacts with other functions through coordination
mechanism provided by the platforms or third-parties, or through
internal calls [14, 15, 92]. Despite the numerous benefits of server-
less workflows, the complex applications make function manage-
ment increasingly difficult. Moreover, concurrent requests in a FaaS
environment can lead to increased response time, QoS violations
and potential resource bottlenecks due to computing resource con-
tention.

Hybrid Resource Configuration. Effective resource configur-
ing in software systems, especially for microservice and FaaS, has
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Figure 1: (a) shows the function latency increases with the
concurrent workloads. (b) shows the average, P95 latency
(Lat) and throughput (TP) with and without setting concur-
rency limit (CL) parameter in Sequential workflow under
different workloads, we set CL=3 here.

gained a great attention among researchers. Unlike well-studied
vertical resources (e.g., CPU, memory and network) and horizontal
auto-scaling, concurrency is another important and configurable
parameters in serverless platforms. However, in the traditional FaaS
architecture, many frameworks initialize new containers for each
request [17, 39], this approach encounters the cold start problem
and low resource utilization. To mitigate this issue, the concurrent
processing on single instance mode have been proposed as novel
solutions in recent popular platforms [16, 25, 27, 37, 59, 60]. These
methods allow for parallel processing of multiple requests within
each container, e.g., OpenFaaS’s watchdog forks a new process for
each request within container[29, 59] and Knative’s queue proxy
allows a certain number of requests to enter the user-container
simultaneously and queues the requests if necessary [37]. As high-
lighted in Tab.1, a significant portion of existing studies primarily
focuses on vertical or horizontal resources allocation, only a small
amount of prior work has noticed this issue. e.g., Schuler et al.
adopt Q-Learning to decide this knob [72], Alibaba Function Com-
pute platform [16] conducts offline stress testing to recommend
the best concurrency value of a function under fixed hardware
resources for user’s functions, but it has poor generalization. Our
study shows that optimizing the hybrid resources of vertical, hor-
izontal resources and concurrency configuration effectively im-
proves function performance and reduces resource costs.

Multi-Agent Reinforcement Learning. MARL is a popular
field within machine learning that studies how multiple agents
learn to make decisions in an environment. It combines principles
from game theory such as strategic interactions, Nash equilibrium,
and cooperative or competitive dynamics[5, 9, 95] with reinforce-
ment learning to create systems where multiple decision-makers
interact, and trying to maximize their long-term rewards. MARL
is particularly relevant for scenarios where multiple agents must
cooperate or compete with each other, such as in traffic light con-
trol [84] and robotic swarm coordination [62]. Recently, applying
MARL to multi-functions resource allocation and scheduling is a
promising way [41, 67, 70], agents exchange information or com-
municate with each other to consider the interdependencies and
cross-functional impact of resource allocation.
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Figure 2: Scaled cost and latency under three types of tuning
methods to configure resources for a SequentialMLworkflow.
The bar chart represents the cost, while the dots represent
the latency of eachmethod. Table on the right shows the cost,
QoS targets of optimization and whether cost efficiency and
QoS maintaining.

2.2 Motivations
In this section, we show our empirical studies on hybrid resource
configuration for serverless functions and workflows under con-
current requests and introduce our motivations.

Motivation 1: Concurrency significantly impacts function
performance and should be optimized along with hardware
resources to get optimal results. Excessive concurrent execution
negatively impacts function performance due to competition for
computation, memory, and network resources, thereby degrades
user experience. We find this issue on different FaaS platforms. We
implement a SentimentAnalysis function on OpenFaaS[59] and a
Sort function on Alibaba Function Compute [16] with increasing
concurrent users. As illustrated in the Fig.1, figure(a) demonstrates
that function performance deteriorates with concurrent requests,
with the average latency increased by 10.1× when the concurrent
users increased from 3 to 30 on existing instances.

Fig.1(b) shows the performance of whether to apply concurrency
limit parameter under different concurrent users. We have two key
findings. First, applying concurrency parameter helps to achieve
better performance under the same container-level hardware re-
sources configuration (2 cores and 2GB memory for each replica), it
reduces the average and the P95 end-to-end latency by 26.65% and
42.77%, respectively, while increasing throughput by 19.35% com-
pared to not having concurrency control due to the rational setting
of parallelism degree. Second, when facing autoscaling of dynamic
workloads, we should take concurrency into full consideration as it
is crucial for maintaining the stability of function performance and
especially reducing tail latency.

However, tuning hybrid resources configuration including hard-
ware resources and concurrency for FaaS applications can be com-
plex due to (i) resource knobs interact with each other (e.g., chang-
ing CPU allocation can cause optimal concurrency setting change),
(ii) there are complex performance dependencies between functions
within workflows and an (iii) exponential growth in configuration
space. A recent work[45] decouples hardware scaling and concur-
rency to bypass the issue, but it results in sub-optimal solution,
because the end-to-end performance is mutually influenced by
both hardware resources and concurrency setting in the serverless
environment, which shown in Fig.3(a). Therefore, we aim to jointly
optimize hardware resources and concurrency configuration to
achieve optimal results.
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Figure 3: (a) shows the latency on different hardware resource
and concurrency in Sequential workflow. (b) shows the per-
formance change rate of the tested functions caused by re-
sources reconfiguration of other functions in Parallel work-
flow under different concurrent users.

Motivation 2: A holistic view is necessary for maintain-
ing end-to-end QoS.Many resource configuration tuning meth-
ods [1, 8, 90], which optimize single functions in the application
independently, greedily seek QoS and cost trade-off of individual
functions. Although configuring computing resources for a single
serverless function in a narrow configuration space seems simple
(e.g., 15 trails for BO to find optimal configurations in work[8]),
but it can readily result in QoS violations because they neglect
the end-to-end performance of the overall workflows. To support
this point, we apply three methods to configure resources for a
Sequential ML workflow consisting of five functions. (a) Individ-
ual tuning that optimizes the resource allocation of each function
independently, the goal is to minimize the individual function re-
source cost while meeting the QoS requirements of each function.
(b) Sequential tuning along the function workflow, with the goal of
minimizing the individual function resource cost while meeting the
QoS requirements of the overall workflow. (c) Holistic optimization
generates the resource configurations for all functions, with the
goal of optimizing the overall cost while meeting the end-to-end
QoS of workflows. Fig.2’s right table details tuning policy of cost
and QoS, and whether it meets the requirements of cost efficiency
and QoS maintaining, E2E for end-to-end view and S represents
only considering single function once in the table.

Fig.2 shows that for individual tuning, each function is indepen-
dently optimized in a greedy manner to pursue its own QoS-cost
trade-off, tending to allocate fewer resources for cost-efficiency.
While the QoS of a single function is satisfied, there is no assurance
of aligning the upstream and downstream processing capabilities,
resulting in an end-to-end latency that exceeds the cumulative la-
tency of each function. Furthermore, selecting a QoS threshold at
each stage is a major challenge, and most production services do
not have per-stage targets[61, 96]. Conversely, sequential tuning
defines QoS threshold based on end-to-end latency. In order to main-
tain the overall workflow’s QoS, the functions in the later stages of
the workflow prefer more resources to maintain QoS. Method (c)
takes a holistic view to ensure end-to-end QoS and provides cost-
efficient resources, automatically allocates appropriate resources to
each stage, saving 29.34% of resource costs compared to sequential
tuning.

Motivation 3: The degree of performance dependencies
between functions varies. The resource configuration change
of a function will affect the performance of adjacent functions in

a serverless application, which we refer to as performance depen-
dency. This situation occurs when functions of the next stages are
under-provisioned to handle the invocations from the previous
stages. To demonstrate this, we keep the resource configuration of
the tested functions and then randomly reconfigure other functions
15 times under a Parallel ML workflow with 5 stages. Subsequently,
we calculate the performance change rate (PCR) as the ratio of
the maximum and minimum values of P75 latency observed in the
tested functions among 15 runs. As shown in Fig.3(b), the resources
reconfiguration of other functions in the application results in a
large value of PCR of tested functions, ranging from 1.5× to 8.5×
under different concurrent requests. This finding validates that re-
sources reconfiguration of functions within a workflow can greatly
influence other functions under concurrent loads, and the degree
of performance dependencies varies across different functions.

The degree of performance dependencies among functions is
influenced by various factors, including the characteristics of func-
tions, and the invocation patterns between two functions in tightly-
coupled applications is also an important consideration. However,
a previous approache SIMPPO [67] assumes equal dependencies
between functions, thus failing to capture the varied interdependen-
cies. To address this limitation, we employ the attention mechanism
to precisely capture the varying dependencies between functions,
enabling better resource configuration.

3 FAASCONF OVERVIEW
Optimal Configuration Tuning On Hybrid Resources. We for-
malize a hybrid resource configuration problem, which jointly opti-
mizes hardware resources and concurrency configuration. Consider
a serverless workflow consisting of 𝑛 functions 𝐹 = {𝑓1, 𝑓2, ..., 𝑓𝑛}
with multiple concurrent invocations, and the holistic resource
configuration 𝐶 = {𝐶1,𝐶2, ...,𝐶𝑛} consisting of all functions in
the workflows 𝐹 , the hybrid resources for function 𝑓𝑗 is 𝐶 𝑗 =

{𝐶 𝑗
𝑐𝑝𝑢 ,𝐶

𝑗
𝑚𝑒𝑚,𝐶

𝑗
𝑖𝑛𝑠𝑡𝑎𝑛𝑐𝑒

,𝐶
𝑗
𝑐𝑜𝑛𝑐𝑢𝑟𝑟𝑒𝑛𝑐𝑦}, include CPU, memory, num-

ber of function instances, and concurrency setting, respectively. We
want to find the holistic optimal hybrid resource configuration
𝐶∗ of workflow that minimizes the overall resource cost (𝑦) while
performance metrics (𝑇 ) satisfying end-to-end QoS targets 𝜆:

𝐶∗ = 𝑎𝑟𝑔min
𝐶

𝑦 (𝐶), 𝑠𝑢𝑏 𝑗𝑒𝑐𝑡 𝑡𝑜 𝑇 (𝐶) < 𝜆. (1)

The resource cost is linearly correlated to CPU, memory, instance
numbers and execution time, consistent with cost models in many
production serverless platforms and prior works [8, 25, 27, 39, 96]:

𝑦 (𝐶) =
𝑁∑︁
𝑗=1

𝐸𝑥𝑒𝑐𝑇𝑖𝑚𝑒 (𝛼𝐶 𝑗
𝑐𝑝𝑢 + 𝛽𝐶

𝑗
𝑚𝑒𝑚) ∗𝐶 𝑗

𝑖𝑛𝑠𝑡𝑎𝑛𝑐𝑒
. (2)

In our study, 𝛼 and 𝛽 is setting according to $0.173/𝑣𝐶𝑃𝑈 ∗ℎ𝑜𝑢𝑟
and $0.0123/𝐺𝐵 ∗ ℎ𝑜𝑢𝑟 from pay as you go premium plan in Azure
Functions[26].

Overview. We depict the overall architecture of FaaSConf in
Fig.4. The core idea of FaaSConf is to apply attention mean-filed
MARL to learn hybrid resource configuring policy for serverless
workflows under concurrent and dynamic workloads. The hybrid
resources configuration tuning system consists of the FaaS envi-
ronment, Controller, Data Store, attention mean-field Multi-Agent
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Figure 4: The architecture of FaaSConf.

Reinforcement Learning (AttMF) and Safe Exploration Strategy
(SES).

Initially, we employ historical data from Data Store for offline
training of the AttMF model 1 . Once the online serving phase
begins, the user-provided workflow topology is preloaded as ad-
jacency matrix by Topology Descriptor into AttMF for identify-
ing function dependencies 2 . FaaSConf generates the optimal
resources configuration based on the runtime states of the work-
flow in an iterative manner. The Metric Collector gathers runtime
data such as resources utilization metrics, workloads, performance
indicators, and latencies as the states of serverless system for AttMF
3 . Within our AttMF, each agent manages hybrid resources config-
uration of a function, which including vertical resources (e.g., CPU
and memory), horizontal resource (e.g. number of replicas), and
concurrency. Agents collaborate together to maximize global re-
ward, taking into account interactions through the weighted states
and actions generated by the Attention Module 4 . Original actions
output by AttMF are fed into SES for further optimization 5 , the
role of the SES is to allow agents to explore within predefined safe
boundaries by resources price, ensuring QoS while minimizing re-
source cost. These boundaries are autonomously generated based
on historical data. Finally, the safe actions from SES are translated
into hybrid resources configuration by the Action Executor and it
schedules resources for FaaS workflows through updating YAML
configuration files and the platform’s command-line interface (CLI)
6 .All hostorical data are stored in the Data Store for model train-
ing and safe boundaries analysis for SES 7 . This iterative process
continues until either the search budget is exhausted or an optimal
action is found.

4 DEISGN OF FAASCONF
4.1 MARL-based Approach
Why MARL?We prefer MARL in resource configuring for large-
scaled serverless workflows becauseMARL has superior feature rep-
resentation and decision-making capabilities for high-dimensional
and mutual-interactional environment of workflows compared to
traditional ML based, single-RL based and heuristic based methods.
In addition, it offers a remarkable adaptability that can transfer
knowledge across dynamic workloads. We introduce some key
components in MARL below.

Table 2: State-Action space of per agent in MARL.

State Space 𝑆𝑡
Resource Utilization(𝑅𝑈 (𝑡)), Function Performance(𝐹𝑃 (𝑡)),
Concurrent Requests(𝐶𝑅(𝑡)), Resource Limits (𝑅𝐿𝑇 (𝑡)),
Number of Instances (𝑁𝐼 (𝑡)), Concurrency Limits (𝐶𝐿(𝑡))

Action Space 𝐴𝑡

Vertical Conf: Resource Limits (𝑅𝐿𝑇 (𝑡)),
Horizontal Conf: Number of Instances (𝑁𝐼 (𝑡)),
Concurrency Conf: Concurrency Limits (𝐶𝐿(𝑡))

Action Space. Based on the analysis presented above, it is nec-
essary to optimize the function’s hybrid resources, as shown in the
Tab.2, the vertical configuration action represents the scaling of the
CPU and memory limits of a function container 𝑅𝐿𝑇 (𝑡), while the
horizontal action is the scaling of the number of function instances
𝑁𝐼 (𝑡). The concurrency limit𝐶𝐿(𝑡) is the max capacity of requests
per instance.

State Space.We consider the telemetry data from system and
resources configuration as the primary state for the MARL agents,
as they provide a comprehensive representation of the system’s
information and can be easily obtained in real-time. Specifically,
we collect the following data for each function at each time step:
Resource Utilization 𝑅𝑈 (𝑡) includes CPU, memory and network.
The function performance 𝐹𝑃 (𝑡) is the tail latency of a function
executing multiple requests, Beside, concurrent requests𝐶𝑅(𝑡) and
current resource configurations 𝑅𝐿𝑇 (𝑡), 𝑁𝐼 (𝑡), 𝐶𝐿(𝑡) are also kept
as part of state.

Reward Function. Our goal is to learn a set of policies that
result in fewer QoS violations while minimizing the resource cost
𝑦 (𝐶) in Eq.2. Therefore, the reward is : 𝑅𝑡 = 𝛼𝑦 (𝐶) + 𝛽 . Where
𝛼 is a negative regulatory factor that regulates the reward. If an
action successfully satisfies the QoS, a positive 𝛽 will be awarded to
the agents, otherwise 𝛽 = 0. We adopt sharing reward mechanism
to encourage cooperative behavior and incentivize the collective
maximization of rewards.

Policy Learning. We implement Multi-Agent Deep Determinis-
tic Policy Gradient (MADDPG) [47] to optimize hybrid resources
allocation policies in serverless environment. MADDPG adopts
the framework of centralized training with decentralized execu-
tion (CTDE). The global state 𝑠 = (𝑠1, . . . , 𝑠𝑛) consists of local
state of each agent and the joint action 𝑎 = (𝑎1, . . . , 𝑎𝑛) consists
of local action of each agent and is produced by jointly policies
𝜋 =

{
𝜋𝜃 1 , 𝜋𝜃 2 , ..., 𝜋𝜃𝑛

}
. It designs centralized critics and decen-

tralized actors, where 𝑄𝑖 (𝑠1, . . . , 𝑠𝑛, 𝑎1, . . . , 𝑎𝑛) is the centralized
action-value function that takes the states and actions of all agents
as input to obtain the information of interactions between agents,
and outputs a Q-value for agent 𝑖 . In centralized training, Tempo-
rary difference (TD) algorithm is used to train every centralized
critic networks, sampling joint tuples (𝑠, 𝑎, 𝑅, 𝑠′) of all agents from
memory pool and the parameters of 𝑄𝑖 are updated with gradient
descent to minimize the loss function ℓ :

ℓ (𝜃𝑖 ) = E
[ (
𝑄𝜋
𝑖 (𝑠1, . . . , 𝑠𝑛, 𝑎1, . . . , 𝑎𝑛) − 𝑦

)2]
,

𝑦 = 𝑟𝑖 + 𝛾𝑄𝜋 ′
𝑖

(
𝑠′1, . . . , 𝑠

′
𝑛, 𝑎

′
1, . . . , 𝑎

′
𝑛

) ���
𝑎′
𝑖
=𝜋 ′

𝑖
(𝑠𝑖 )

.
(3)
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where 𝜋 ′
𝑖
is the target policy network, according to the feedback of

centralized critic, actor updates policy with policy gradient:

∇𝜃𝑖 𝐽 (𝜋𝑖 ) = E
[
∇𝜃𝑖𝜋𝑖 (𝑎𝑖 | 𝑠𝑖 ) ∇𝑎𝑖𝑄

𝜋
𝑖 (𝑠1, . . . , 𝑠𝑛, 𝑎1, . . . , 𝑎𝑛)

��
𝑎𝑖=𝝅𝑖 (𝑠𝑖 )

]
.

(4)
It is evident that as the number of agents increases, the concatenated
state and action vector will have an extremely high dimensionality,
which complicates the training process. To address this challenge,
we turn to attention mean-field technique to enhance the effective-
ness of MADDPG.

4.2 Attention Mean-Field MARL(AttMF)
Mean-Field for MARL. To effectively train agents and alleviate
the curse of dimensionality introduced by increasing number of
agents,mean-field (MF) techniques is proposed for MARL [87]. The
key idea of mean-field MARL is to represent agents’ interactions
through an average field that captures the distribution of states
and actions in the population. Under the mean-field approximation,
instead of concatenating the global action vectors, the behavior of
adjacent functions is modeled as their mean value of actions 𝑎 𝑗 . the
value function approximation of agent 𝑗 is:

𝑄 (𝑠, 𝑎) ∼ 𝑄
(
𝑠, 𝑎 𝑗 , 𝑎 𝑗

)
, 𝑎 𝑗 =

1
𝑁 𝑗

∑︁
𝑘∈𝑁 𝑗

𝑎𝑘 . (5)

where 𝑁 𝑗 denotes the number of neighboring agents of agent 𝑗 .
This approach reduces the computational complexity of center
training in CTDE, but does not lose much optimality in multi-agent
scenarios, and the approximation error decreases as the number of
agents increases, which is proved by existing work [53].

Weighted Mean-Field. However, the mean-field approach pre-
sumes equal influence among all agents, thus failing to discern
their relative importance. As shown in our motivation 3, the perfor-
mance dependency varies between functions. To address this issue,
the accuracy of MF approximation can be enhanced by employing
a weighted averaging, which captures different performance de-
pendencies between functions. Moreover, we also reduce the state
space with similar method in Eq.5 and assign neighboring agents
with different weights. The value function approximation in weight
MF is :

𝑄 (𝑠, 𝑎) ∼ 𝑄
(
𝑠 𝑗 , 𝑠 𝑗 , 𝑎 𝑗 , 𝑎 𝑗

)
, (6)

𝑎 𝑗 =
1
𝑊𝑗

∑︁
𝑘∈𝑁 𝑗

𝑤 𝑗𝑘𝑎𝑘 , 𝑠 𝑗 =
1
𝑊𝑗

∑︁
𝑘∈𝑁 𝑗

𝑤 𝑗𝑘𝑠𝑘 ,𝑊𝑗 =
∑︁
𝑘∈𝑁 𝑗

𝑤 𝑗𝑘 , (7)

where 𝑤 𝑗𝑘 is the weight between agent 𝑗 and 𝑘 . Similarly, the
input of policy 𝜋 incorporates both its own observation 𝑠 𝑗 and the
weighted average observation of neighboring agents 𝑠 𝑗 to obtain
the observations of other functions to effectively execute the actor-
critic training process.

𝜋 (𝑠) ∼ 𝜋
(
𝑠 𝑗 , 𝑠 𝑗

)
, 𝑠 𝑗 =

1
𝑈 𝑗

∑︁
𝑘∈𝑁 𝑗

𝑢 𝑗𝑘𝑠𝑘 , 𝑈 𝑗 =
∑︁
𝑘∈𝑁 𝑗

𝑢 𝑗𝑘 , (8)

where𝑢 𝑗𝑘 is the weight between agent 𝑗 and 𝑘 from the perspective
of the policy network. To assign different weight of agents, we adopt
attention mechanism to automatically learn them.

Learning AttentionWeight.We want agents to focus on those
functions that have a greater impact on their performance when
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𝛼!"

𝑠#, … , 𝑠$

(𝑠! , 𝑠!&) (𝑠! , 𝑠!(, 𝑎! , 𝑎!( )

Action
Attention

Critic
Attention

𝑎!

𝑠#, … , 𝑠$, 𝑎#, … , 𝑎$, 𝐴

𝑞!
Actor

𝑊% 𝑊"

𝐴!"

Critic

Figure 5: Implementation details of AttMF.

making decisions, rather than blindly believing that the perfor-
mance impacts between functions are the same. Inspired by prior
work[34], we adopt attention mechanism [79], which is widely used
in NLP fields. The attention mechanism automatically explores the
potential impact relationships between functions by learning the
similarity between functions state vectors, which contain rich infor-
mation about workloads, resource configurations, function perfor-
mances and resources utilization, thereby achieving better collabo-
ration and avoiding decision-making conflicts. In order to obtain the
weights𝑤 𝑗𝑘 and 𝑢 𝑗𝑘 that reflect the interaction strength between
functions in a serverless application, we use a variant of attention
mechanism that consider application topology to automatically learn
them.

Fig.5 shows the detail components of AttMF.We assign a separate
attention module for actor and critic of each agent with learnable
parameters Query 𝑊𝑞 and Key 𝑊𝑘 . Consider the topology of a
serverless application, in which each function represents a node
and the invocation relationships between functions form edges,
thereby creating an adjacency matrix 𝐴. In each time step, The
attention weight 𝛼 𝑗𝑘 between function 𝑗 and 𝑘 compares the state
vectors 𝑠 𝑗 and 𝑠𝑘 , using the Query-Key system and subsequently
multiples the corresponding elements 𝐴 𝑗𝑘 of the adjacency ma-
trix at their respective positions (Hadamard product) to extract
adjacency structure information:

𝛼 𝑗𝑘 ∝ 𝑒𝑥𝑝 (𝑠 𝑗𝑊𝑞𝑊
𝑇
𝑘
𝑠𝑇
𝑘
)𝐴 𝑗𝑘 , (9)

where matrix𝑊𝑞 transforms 𝑠 𝑗 into a query and matrix𝑊𝑘 trans-
forms 𝑠𝑘 into a key, the matching is then scaled to prevent vanishing
gradients. The weight𝑤 𝑗𝑘 and𝑢 𝑗𝑘 are calculated by critic attention
and actor attention module, respectively.

Ultimately, we calculate the attention MF vector in Eq.7 and
Eq.8, which represents the weighted state and action vectors of the
neighboring functions. These vectors are used as inputs for critic
and actor, respectively, and the attention modules are trained along
with the critic and actor. Our AttMF algorithm enable the agents
to consider the performance influence relationships and prioritize
functions that significantly impact their performance for making
better decisions.

4.3 Safe Exploration Strategy
The online configuration optimization process exploits the perfor-
mance of workflows in production to make decisions, so it is neces-
sary to reduce performance degradation and QoS violations caused
by poor configurations. The above technologies enable FaaSConf
to achieve better performance and unearth cost-efficient resource
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configurations, yet it cannot guarantee that the online resource con-
figuration optimization consistently meets the QoS requirements
because the inherent noise and uncertainty of FaaS cloud platforms
mislead the algorithm into making bad decisions [11, 96]. The pur-
pose of SES is to allow the agent to explore within the safety price
boundaries that derived from historical data. We hold opinion that
resources price can reflect the amount of resources provisioning,
which can infer the performance. i.e., a recommended resource
configuration with a low price may fail to meet QoS. Conversely, an
excessively priced configuration is likely not optimal. Consequently,
during the online serving stage of FaaSConf, sub-optimal actions
can be filtered out through safe boundary analysis by resources
price before action execution.

Safe Boundary Analysis. We implement SES by employing a
popular statistical approach𝑘-𝜎 rule [64] to capture a representative
range of optimal resources and determine whether a recommended
action is in sub-optimal status. It is essential for the agents to
concentrate on high-performance areas that both guarantee QoS
and provide cost-effective resources during the online serving phase.
So we use history resource configurations that meet QoS with the
most cost-efficient top 20% resource prices to form a set 𝜏 , and then
compute themean total price 𝑃 (𝜏) and standard deviation 𝑠𝑡𝑑 (𝑃 (𝜏))
to establish a safe boundary using 𝑃 (𝜏) ± 𝑁 × 𝑠𝑡𝑑 (𝑃 (𝜏)), denoted
as [𝑙𝑏,𝑢𝑏] (i.e., lower bound and upper bound), this range is likely
to contain optimal solutions. We experimentally determined that
𝑁 = 2.

𝐴 =

{
𝐴𝑐 , 𝑦 (𝐴) ∈ [𝑙𝑏,𝑢𝑏]
𝐴𝑠𝑎𝑓 𝑒 + 𝜖, 𝑦 (𝐴) ∉ [𝑙𝑏,𝑢𝑏]

(10)

As described in Eq.10, in each iteration, MARL output a current
action𝐴𝑐 , we then compute the resource configuration price𝑦 using
Eq.2. If the resource price falls within the defined range [𝑙𝑏,𝑢𝑏],
we recommend this configuration and observe the performance.
If it falls outside this range, algorithm selects a safe action 𝐴𝑠𝑎𝑓 𝑒

randomly from the history and introduces a Gaussian random noise
𝜖 for exploration. By applying SES, FaaSConf can select the safe and
cost-efficient resource configurations and reduce QoS violations in
online optimization scenarios. We record the AppName,Workload,
lb and ub as JSON files in the Data Store.

Boundary Adaptation. We further propose two practical poli-
cies to improve it’s adaptability and effectiveness. First, due to
varied performance, we regularly evaluate the confidence of the
safe range. If the number of QoS violations reaches a threshold, we
will re-determine the range based on the latest data. Second, during
online resource optimization with dynamic and unseen workloads,
records with boundary information may be missing, we retrieve
the record with the similar workloads and set safety configuration
boundaries to provide QoS assurance.

5 EXPERIMENTAL EVALUATION
In this section, we evaluate FaaSConf to answer three questions.

• RQ1: How effective is FaaSConf in finding optimal resource
configuration while ensuring QoS?

• RQ2: How does FaaSConf adapts to dynamic workload?
• RQ3:What is the contribution of each design module?

5.1 Experimental Settings
5.1.1 Experiment Setup.
Hardware. We construct a distributed testbed that contains 8 vir-
tual machines (VMs). Each VM has a 8-core 2.40GHz CPU, 16GB
memory and runs with Ubuntu 18.04 OS. We guarantee that all the
VMs are in the same local area network to reduce network jitters.

Serverless Platform.We evalute FaaSConf on OpenFaaS [59], a
widely-used open-source serverless platform. OpenFaaS is deployed
on top of Kubernetes[38], which acts as the principal container or-
chestrator. OpenFaaS provides an API gateway for invoking func-
tions, serving as an external route to these functions. Function scal-
ing decisions are facilitated by the AlertManager component, which
scales functions by reading RPS metric from Prometheus[63], which
is an open-source systemmonitoring toolkit and subsequently alert-
ing the gateway. We disbale the AlertManager and use FaaSConf
to carry out resource provision.
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Figure 6: Architectures of used benchmark applications.

Benchmark Applications. The evaluation of FaaSConf utilizes
two types of end-to-end interactive real-world benchmarks: one is
machine learning (ML) workflows composed of multiple-functions,
and the other is a popular web service, as shown in Fig.6. We employ
ML workflows from prior work [80]. The individual serverless
functions are adapted from publicly available examples that utilize
TensorFlow with Azure Functions [25] and the models are sourced
from the Onnx Model Zoo [58]. We have implemented three types
of serverless workflows: Sequential, and Parallel, Branch with 5, 6
and 7 stateless functions, respectively.

Additionally, we employ an online serverless application with 12
functions: search ticket (TcktApp) from TrainTicket [30], a compre-
hensivemicroservices suite. TcktApp’s role is to retrieve information
about remaining tickets between two locations, with the tickets
information being stored in MongoDB[56]. These functions are
more lightweight in logic and tightly-coupled than ML functions.

5.1.2 Configurations and workloads.
Resource Configuration Space. In our configuration space, we
decouple CPU and memory to provide flexible and cost-efficient
resource choices according to prior work [8]. In ML workflows, the
memory configuration is set to a continuous value within the range
of 256 to 2024 MB, while the CPU is allocated a continuous value
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Timeline(minutes)

Concurrent users

Figure 7: Dynamic workloads from Azure Functions trace.
The pentagrams are utilized to represent relative low, middle
and high workload in Sec.5.2.2.

between 250 and 2000 millicores. In web service, the maximum
values for CPU and memory are set to 1000 and 1024, respectively.
We adjust the function replicas number from 1 to 8 and establish
a concurrency limit ranging from 1 to 10, which is specified in
the function configuration file through the max_inflight field in
OpenFaaS[59]. These settings are designed to adapt optimally to
our experimental testbed and maximize the performance of cluster
resources.

Load Generator. We conducted experiments under both static
and dynamic loads which the dynamic workloads is from a real-
word invocation traces from Azure Functions[74]. We use Lo-
cust [46] load generator to emulate users sending concurrent
requests with 10 RPS mean arrival rate until the max concurrent
users is reached. We set 30 seconds to be the length of one time
window to continuously send concurrent requests according to
[88]. The workload generator and functions are never physically
co-located on a server.
5.1.3 Points of Comparisons. We compare FaaSConf with the fol-
lowing approaches.

• Random Search (RS) [6]randomly selects resource con-
figurations from the search space. We treat RS as the basic
approaches without any model.

• Firm [66] is a RL-based state-of-the-art method for multi-
resources management. It uses Deep Deterministic Policy
Gradient (DDPG) to dynamically adjust the resources of
functions during runtime.

• RAMBO [40] holds a holistic view on the entire work-
flows and employs multi-objective Bayesian Optimization
(BO) to allocate resources for applications, thereby achiev-
ing performance-cost tradeoff. RAMBO is coded based on
BayesOpt [54].

• Aquatope [96] is a QoS- and uncertainty-aware resource
management framework for serverless workflows, employs
a customized BO approach. This approach integrates noise
Gaussian Process (GP) models and noisy expected improve-
ment (NEI) acquisition function to capture the uncertainty
of FaaS platforms, while utilizing an independent GP model
for predicting QoS. Aquatope is implemented based on
BoTorch [4].

We first warm-up them through training samples, and then it-
erate 15 rounds to get results of QoS and costs. Our QoS targets
are set as average latency and throughput in one time window. We
linearly scale the resource costs in Eq.2 for better showcase. To
offset performance difference under same resource configurations,
our experimental results are the average of three repeated runs.
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Figure 8: The optimal scaled cost under four serverless work-
flows with five different concurrent users (lower is better).
‘X’ means no feasible solution is found.

5.2 Results and Analysis
5.2.1 Effectiveness Validation (RQ1). We now evaluate the FaaS-
Conf’s ability to find cost-efficient resource configurations while
meeting QoS. Fig.8 shows the optimal scaled cost results of differ-
ent serverless workflows within the sampling budgets. For each
workflow, we run 5 experiments with an increasing number of
concurrent users. Under the same sampling budget for resource
exploration, FaaSConf demonstrates superior performance com-
pared to all other methods across the examined applications, and
significantly reduce resource costs. Compared with Firm, RAMBO,
Aquatope and RS, FasSConf can cut the resource cost by average
24%, 23%, 28% and 31%, respectively. Specifically, RAMBO[40] aims
to strike a balance between workflow performance and cost, lead-
ing to over-provisioning of resources to meet QoS requirements,
often getting trapped in local optima. Due to the dependencies of
functions in workflows in the scenario of high concurrent requests,
Aquatope[96] cannot accurately model the complex nonlinear rela-
tionship between resources and performance using Gaussian Pro-
cess (GP) model. Firm[66] also results in sub-optimal cost because
it solely optimizes the scaling-needed functions without consid-
ering the impact on the performance of other functions. Random
search randomly selects a set of configurations to explore across all
functions without leveraging knowledge from previous trials. Fur-
thermore, neglecting to optimize concurrency of baseline methods
can readily result in QoS violations under concurrent workloads,
as requests indefinitely contend for resources. e.g., RAMBO cannot
even find resources that meet QoS requirements within the sam-
pling budgets under Parallel-30 users. In contrast, FaaSConf uses
AttMF to capture the dynamic dependencies among functions, takes
into account the performance implications of neighboring functions
during decision-making, and improves resource efficiency.

We observe an interesting result of TcktApp, FaaSConf’s perfor-
mance benefits are less pronounced. Due to the application being
implemented in a synchronous mode using Java language, requests
are processed synchronously, rendering concurrency configuration
ineffective in this scenario, which bares higher risk of request accu-
mulation and increasing response time compared with concurrency
pattern[19, 20, 65]. Even so, FaaSConf can still reduce the resource
consumption of other baselines by average 16.6% and up to 38.8%.
The above results prove that FaaSConf’s ability for reducing re-
source consumption while meeting QoS for serverless workflows
under concurrent requests.
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Figure 9: Performance comparison on QoS violations, latencies and costs
under dynamic workloads during 85 minutes.
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Figure 10: The scaled cost and latency under rela-
tive low,middle andhighworkload that specified
in Fig.7 and ‘X’ means QoS violation.

5.2.2 Adaptability Analysis (RQ2). In real production, the work-
load always changes over time. Fig.7 shows a period of real-world
serverless invocation trace fromAzure Functions [74] in 85 minutes,
emulating typical characteristics of serverless workloads such as
stable, continuous fluctuations and burstly increases.

We leverage data under five workloads from Sec.5.2.1 experiment
on Parallel workflow to train the model and investigate whether dif-
ferent approaches can rapidly adapt to dynamic loads. Fig.9 shows
the cumulative distribution of QoS violations, latencies and scaled
costs over time. We have two observations. First, FaaSConf quickly
responds to changing loads, ensuring over 74.12% QoS compli-
ance and reducing average 3.48× QoS violations compared to other
methods. Second, FaaSConf can always find nearly optimal resource
configurations and reduce 29.1%, 33.39%, 26.53% cumulative laten-
cies than Firm[66], RAMBO[40] and Aquatope[96], with only 8.48%
more resource costs than oracle, which is obtained by exhaustive
offline search. This confirms that FaaSConf can find better resource
configurations than other methods even with dynamic load changes.
The reason is that our method considers runtime environment char-
acteristics and workload changes, so the learned policy has a good
transferability. In addition, SES helps agents make decisions within
safety resource boundaries to reduce QoS violations. However, other
methods unable to adapt to dynamic loads and make a lot of wrong
decisions. The reason is that BO-based methods (e.g., RAMBO and
Aquatope) focus on finding local optimal solutions in the offline
scenarios. However, the changing environment causes inaccurate
Gaussian Process modeling and requires a large amount of data
for retraining to mitigate performance degradation, which is not
practical in online scenarios. Firm also find it difficult to quickly
update its policy under new environment in a short time. This
demonstrates FaaSConf’s adaptability to quickly recommend cost-
efficient resource configurations in response to dynamic workloads,
ensuring stable performance of FaaS applications.

In order to further facilitate the comparison of the performance
of different methods in dynamic workloads, we select relative low,
middle and high workload marked on Fig.7 for demonstration.
Fig.10 shows the scaled cost and latency under three real-time
workloads. It can be seen that FaaSConf consistently outperforms
other methods, with an average improvement of 11.49%, 23.11%,
24.86% in reducing resource costs, and 8.26%, 18.92%, 16.01% in
reducing end-to-end latency compared with Firm[66], RAMBO[40]
and Aquatope[96], while always satisfying QoS. The other methods
all caused QoS violations under different concurrent workloads
beacause they can not scale out resource according dynamic work-
laods. The above results prove FaaSConf’ s ability to reduce both

QoS violations and costs in production environments where online
continuous resource tuning is required.

5.2.3 Ablation Study (RQ3). In this subsection, we validate the
effectiveness of each design in FaaSConf.

Contribution of Hybrid Resource Optimization. As shown
in Motivation 1, concurrency configuration significantly impacts
the performance of FaaS applications. Configuring a large concur-
rency limit can lead to resource contentions. Conversely, a lower
one can lead to under-utilization of resources. We compare the
optimal hybrid configuration found by FaaSConf with it’s hardware
resources configuration(i.e., CPU, memory and replicas) without
concurrency configuration for each ML workflows. Fig. 11 shows
that the hybrid resources achieves an average 25.58% and up to
34.76% end-to-end latency reduction and an average throughput
improvement of 1.37× and up to 1.79× in Sequential, Parallel and
Branch workflows. This result demonstrates the effectiveness of
hybrid resource configuration tuning that considers both hardware
resources and concurrency in enhancing the performance of FaaS-
Conf.
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Figure 11: Latency and throughput of hybrid resources config-
uration and hardware resources configuration for ML work-
flows.
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Figure 12: The scaled cost of optimal resources configura-
tion of tuning hybrid resources and hardware resources in
Sequential workflow under five concurrent users.

To further illustrate that optimizing hybrid configurations can
likewise benefit other approaches, we apply Firm[66] to separately
optimize hybrid resources and hardware resources in Sequential
workflow. As shown in Fig. 12, under five different levels of con-
current user workloads, the optimal configuration derived from
optimizing hybrid resources consistently exhibited lower costs than
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solely optimizing hardware resources, with 19.89%, 16.48%, 22.1%,
16.14%, 35.81% resource costs reductions respectively and 22.08%
on average. The results imply that optimizing hybrid resources can
reduce resource costs while ensuring QoS and should be considered
in production to ensure the performance stability of the workflows.
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Figure 13: The scaled cost of optimal resources configuration
found by different RL algorithms in Sequential, Parallel and
Branch workflows(lower is better).
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Figure 14: Impact of safe exploration strategy under twowork-
flows. The dark red rectangle represents the area of QoS vio-
lations and ‘X’ means unavailable configuration.

Contribution of Attention Mean-Field. To study the effec-
tiveness of attention mean-field mechanism, we compare our AttMF
with (i) Mean-Field MARL(MF)[87] used in SIMPPO [67], (ii) vanilla
Multi-Agent Deep Deterministic Policy Gradient (MADDPG) [47]
and (iii) DDPG algorithm[43] used in Firm[66]. Fig. 13 shows the
most cost-efficient resource configuration during optimization pro-
cess. AttMF achieve the best performance by reducing resource cost
by 11.85%, 19.88% and 10.84% on average and up to 17.9%, 26.09% and
15.87% compared with MF, MADDPG and DDPG while satisfying
QoS. The effectiveness of our AttMF stems from the utilization of
attention mechanism to capture varying performance dependencies
among functions, which allows for allocating different weights to
adjacent functions, thereby facilitating more effective information
sharing. On the other hand, As represented in Eq.3 and Eq.4, MAD-
DPG and vanilla DDPG with global state-action space, suffering
from dimension explosion, hindering effective policy learning. Al-
though MF reduced computational complexity by using mean value
of state vectors, it fails to reflect the true interaction among func-
tions. In summary, AttMF not only considers the collaboration of
resource allocation based on the varied dependencies among func-
tions but also reduces difficulty of policy learning, thus generating
better resource allocation decisions.

Contribution of Safe Exploration Strategy. An online opti-
mization process may evaluate several under-performing resource
configurations, however, such evaluations carry the risks of violat-
ing QoS. To reduce QoS violations, FaaSConf is augmented with a
safe exploration strategy(SES). To demonstrate the effectiveness,
we present the quality of candidate recommended points during an
online resource optimization process. Fig.14 shows the end-to-end
latency, throughput, and scaled resource costs of branch and Sequen-
tial over 15 resource configuration tuning iterations. We have two
observations. First, the use of SES technique reduces 60% and 37.5%
QoS violations during the online optimization period. It imples
that SES can filter unsafe resource configurations and allow MARL
agents to explore in the optimal solution area. Second, the best con-
figuration is discovered to be 7.34% and 0.88% more cost-efficient
compared to the baseline without using SES for Branch and Se-
quential workflows. This is because SES migrates the bad decisions
to safe resource configurations learned form history. The results
confirm that leveraging SES not only enhances QoS assurance of
FaaSConf but also bring about performance improvements.

6 RELATEDWORK
The commercial FaaS platforms provide users with rich configura-
tion parameters to meet the needs of different application scenarios.
These configuration parameters cover CPU, memory, I/O resources,
regions, instance families, concurrency limit, timeout settings, etc..
Automatically resource configuration tuning is an important aspect
of serverless systems to achieve various goals.

Resource Configuration on Serverless Computing. There
are serveral studies work on optimizing resource cost on serverless
platforms. COSE [1] uses the Bayesian Optimization (BO) to min-
imize the cost of execution by optimizing memory configuration.
SLAM [71] estimates the execution time for the applications at dif-
ferent memory configurations and determines the optimal memory
configuration. Aquatope [96] first predict future workloads to warm
start the functions and then optimize resource configuration using
noisy BO. Astra [36] and CE-scaling [83] optimizes configurations
for data-intensive analytic and ML applications in serverless plat-
forms, respectively. Fifer [31] and Kraken [7] resort to the concept
of slack to reduce the containers. FaaSDeliver [90] finds optimal
function delivery policy (FDP) for functions, including platform
selection and resource allocation in a heterogeneous computing
continuum. StepConf [82] dynamically configurememory and inter-
and intra-function parallelism degrees on AWS Lambda, but these
techniques do not consider the interaction between functions. A
similar work to ours is SIMPPO [67] that uses MARL in resource
management on multi-tenant environment. However, there is rela-
tive little researches on hybrid resources configuration tuning that
consider concurrency to improve resource efficiency in serverless
environment.

Resource Configuration in the Cloud. The field of resource
management and configuration in cloud computing is of great
significance, encompasses a wide array of research. VCONF [69],
CherryPick [2] and OPTIMUSCLOUD[50] employ black-box opti-
mization methods to determine optimal cloud configurations for
wide-ranging applications, including VM type and resource size.
Systems such as CLITE [61], PARTIES [13], and OLPART [12] are
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designed to manage resources for the co-location of multiple inter-
active services within data centers. Another hot field is microser-
vices auto-scaling to provision containers for dynamic workload
changes [28, 35, 49, 55, 68, 81, 86, 89]. However, these systems fails
to take into account the characteristics of serverless workflows.

Configuration Tuning for Software Systems. Configuration
tuning is crucial for various software systems, especially in meet-
ing user SLOs. Prior studies can be mainly divided into categories:
search-based and learning-based methods. Search-based methods
explore the configuration space according to specific rules and
measure the configuration settings until finding satisfying results.
e.g., random search [6, 57], genetic algorithm[73] and hill climb-
ing algorithm[18] have been applied for finding configurations.
Learning-based methods apply a surrogate model to predict the
performance and then find the optimal configurations[1, 32, 33, 93],
or apply RL to learn optimization policies[10, 21, 94]. However,
they cannot effectively address the issue of resource configuration
optimization in software runtime.

7 DISCUSSION
Overhead. We collected a total of 31K samples for offline training,
each measurement takes around 2 minutes (including updating
resource configurations, deploying functions, replaying workload,
collecting runtime metrics and scaling containers to zero), so the
total time spent on collecting samples is around 43 days. We train
the MARL model on NVIDIA A100 GPU, and use the trained model
in online test. Our model is a relatively compact structure, incorpo-
rating four DNNs with an actor-critic architecture, alongside the
attention parameter matrix for calculating attention scores. The
average time required to map a state to an action is approximately
1ms, which can be considered negligible.

Limitation. First, FaaSConf is a data-driven approach, faces
limitations imposed by both the quality and quantity of the histori-
cal data, these restrictions can potentially impact the effectiveness
and adaptability. Second, while FaasConf can effectively reduce
QoS violations, the concurrency hard limit rejects some requests, if
the request success rate continues to declines, it is necessary for
FaaSConf to consider scaling up resources in the scenarios where
the success rate of requests is a key indicator. Finally, we do not
extensively consider cold start, acknowledging its potential yet
limited impact in high-concurrency scenarios.

8 CONCLUSION
In this work, we propose FaaSConf, a QoS-aware hybrid resources
configuration approach for serverless workflows under concurrent
and dynamic workloads. We show that jointly optimizing hard-
ware and concurrency configurations is crucial to meet QoS and
cost-efficiency for workflows. The key novelty of FaaSConf is to
leverages attention-based MARL to learn resource allocation intel-
ligently, which considers performance interdependencies across
functions. Experiments validate the effectiveness and adaptabil-
ity of FaaSConf, while significantly reducing resource costs and
avoiding QoS violations. The source code of FaasConf is available
at https://github.com/wiluen/FaaSConf.
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