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OBJECTIVES

� For simplicity,  consider job scheduling with l imitations:

� Each job requires the same CPU time

� All jobs arrive at the same time

� All jobs only use the CPU (no I/O)

� The run-time of each job is known a priori 
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SCHEDULING INTRODUCTION

� Metrics: A standard measure to quantify to what degree a 

system possesses some property.  Metrics provide repeatable

techniques to quantify and compare systems.

� Measurements are the numbers derived from the application 

of metrics

� Scheduling Metric:  Turnaround t ime

� The time at which the job completes minus the time at which 

the job arrived in the system

� How is turnaround time different than execution time?
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SCHEDULING METRICS
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� Scheduling Metric:  Fairness

� Jain’s fairness index

� Quantifies if jobs receive a fair share of system resources

� n processes

� x i is time share of each process

� worst case = 1/n

� best case = 1

� Consider n=3, worst case = .333, best case=1

� With n=3 and x1=.2, x2=.7, x3=.1, fairness=.62

� With n=3 and x1=.33, x2=.33, x3=.33, fairness=1
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SCHEDULING METRICS - 2

� FIFO: first in, first out

� Very simple, easy to implement

� Consider

� 3 x 10sec jobs, arrival: A B C
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SCHEDULERS
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� FIFO with different jobs lengths

� Consider

� A len=100sec, B len=10sec, C len=10sec
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FIFO: CONVOY EFFECT
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� Given that we know execution times in advance:

� Run in order of duration, shortest to longest

� Non preemptive scheduler

� This is not realistic

� Arrival: A B C
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SJF: SHORTEST JOB FIRST
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� If jobs arrive at any time:

� A @ t=0sec, B @ t=10sec, C @ t=10sec
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SJF: WITH RANDOM ARRIVAL
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� Add preemption to the Shortest Job First scheduler

� Also called preemptive shortest job first (PSJF)

� When a new job enters the system:

� Of all jobs, Which has the least time left?

� PREMPT job execution, and schedule the new shortest job

� More realistic,  but how do we know execution time in 

advance?

� Oracle: All knowing one

� Only schedule static (fixed size) batch workloads

� Can we predict execution time?

October 5, 2016
TCSS422: Operating Systems [Fall 2016]

Institute of Technology, University of Washington - Tacoma
L4.10

STCF – SHORTEST TIME TO COMPLETION FIRST

� Consider:

� A len=100 Aarrival=0

� B len=10, Barrival=10, C len=10, Carrival=10
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STCF - 2
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� Scheduling Metric:  Response Time

� Time from when job arrives until  it  starts execution

� STCF, SJF, FIFO 

� can perform poorly with respect to response time
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SCHEDULING METRICS - 3

What scheduling algorithm(s) can help 

minimize response time?
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� Run each job awhile, then switch to another distributing the 

CPU evenly (fairly)

� Scheduling Quantum

is called a time slice

� Time slice must be

a multiple of the

timer interrupt

period.
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RR: ROUND ROBIN

Scheduling 
Quantum    = 5 seconds

RR is fair, but performs poorly on metrics

such as turnaround time

� ABC arrive at time=0, each run for 5 seconds
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RR EXAMPLE
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OVERHEAD not 
considered

� Time slice impact:

�Average turnaround time: 
ts(1,2,3,4,5)=14,14,13,14,10

�Fairness: round robin is always fair, J=1
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ROUND ROBIN: TRADEOFFS

Fast Response Time Slow Response Time

High overhead from 
context switching

Low overhead from 
context switching

Short Time Slice Long Time Slice � STCF scheduler

� A: CPU=50ms, I/O=40ms, 10ms intervals

� B: CPU=50ms, I/O=0ms

� Consider A as 10ms subjobs (CPU, then I/O)

� Without considering I/O:
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SCHEDULING WITH I/O

Cpu utilization = 100/140=71%

� When a job initiates an I/O request

� A is blocked, waits for I/O to compute, frees CPU

� STCF scheduler assigns B to CPU

� When I/O completes � raise interrupt

� Unblock A, STCF goes back to executing A: (10ms sub-job)
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SCHEDULING WITH I/O - 2

Cpu utilization = 100/100=100%

QUESTIONS


