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Abstract

The Online Database of Interlinear Text (ODIN)1 is a
database of interlinear text “snippets”, harvested mostly
from scholarly documents posted to the Web. Although large
amounts of language data are posted to the Web as part of
scholarly discourse, making the existing “e-Linguistic in-
frastructure” surprisingly rich, most linguistic data avail-
able on the Web exists in legacy formats, is highly display-
centric, and is often difficult to locate or interoperate over.
ODIN seeks to leverage this existing infrastructure into a
rich, searchable, and interoperable resource by converting
readily available semi-structured data to content-centric,
searchable formats. To do this, ODIN mines scholarly pa-
pers and webpages for instances of linguistic data, focusing
mostly on interlinear texts, extracts them, identifies source
languages, and makes the instances available to search.
Through ODIN’s standard search feature, users can locate
data by language name or Ethnologue code, and display
lists of data by document for languages of interest. The
newer Advanced Search feature allows users to locate in-
stances by grammatical markup that is used (e.g., NOM,
ACC, ERG, PST, 3SG), and by linguistic constructions (e.g.,
passives, conditionals, possessives, raising constructions,
etc.). The latter are made possible through additional en-
richment of discovered data using automated statistical tag-
gers and parsers.

1 The ODIN Vision

The Online Database of Interlinear Text (ODIN) is a
database of interlinear text “snippets”, harvested mostly
from scholarly documents posted to the Web. ODIN was
developed as part of the greater effort within the GOLD
Community of Practice [10]2 and the Electronic Metastruc-
ture for Endangered Languages Data efforts3, whose goals
are to promote best practice standards and software, specif-

1http://www.csufresno.edu/odin
2http://www.linguistics-ontology.org
3http://emeld.org

ically those that facilitate interoperation over disparate sets
of linguistic data. ODIN’s genesis came from the realiza-
tion that despite the fact that significant amounts of lan-
guage data are being posted and maintained on the Web,
there is no uniform search strategy for discovering these
data, and most that can be discovered cannot be easily ma-
nipulated or used. The e-Linguistics infrastructure may
be expansive and rich, yet “discovering” language data on
the Web often depends on haphazard, low-precision string-
based search strategies (using tools such as Google4 or Ya-
hoo5), or even on decidedly low-tech discoveries made by
word-of-mouth.6 In our pursuit of a better way to locate
and use language data within the existing infrastructure, we
came to realize certain norms in the presentation of data
could be tapped for automated discovery and manipulation.
One of the more typical semi-structured formats that lin-
guists use is Interlinear Glossed Text, or IGT. We conceived
of ODIN as a means to locate instances of IGT on the Web
by language name and code, such that the linguist doing
a search could be reasonably confident that the resources
discovered do in fact contain language data of interest. As
we built ODIN, we realized that IGT leant itself other types
of search, including search over the linguistic annotations
used within it. We also realized that because IGT natively
contains language data for two languages—a source lan-
guage and a translation—the application of automated tag-
gers and parsers to the translation, and its alignment with
the source, could lead to other types of discovery, moving
beyond merely finding data, but actively manipulating and
enriching it as part of the search mechanism. ODIN can
be seen as a prototype for the linguistic search tools of the
future, providing the facility to search across thousands of
instances of language data in hundreds of languages, uni-
fied into a common format and normalized to a common
vocabulary. We see ODIN as a baby-step in the direction
of tools that can provide even more utility, going beyond

4http://www.google.com
5http://www.yahoo.com
6OLAC, the Open Language’s Archive Community, is a major step in

the direction of a unified means for language resource discovery. Despite
having only 35 archives, resources can be discovered for thousands of the
world’s languages.



merely finding data, but interacting with it, enriching it,
and even providing automated analyses and on-the-fly data
comparisons.

2 Background

2.1 Interlinear Glossed Text

Interlinear Glossed Text (IGT) is a common method for
encoding and displaying linguistic data, and is often used
in scholarly papers to present language data relevant to a
particular analysis. It is most commonly presented in a
three-line form, a sample of which is shown in (1) below.
The first line gives data for the language in question, either
phonetically encoded or transcribed in the language’s na-
tive orthography. The line is broken down into words and
morphemes, where words are usually delimited by spaces,
and morphemes by dashes (“-”), although other characters
can be used to delimit morphemes, such as “+” and “=” (the
latter two are most often used for delimiting clitics). The
second line contains a morpheme-by-morpheme or word-
by-word gloss for the data in the first line, or a mixture of
the two. The second-line delimiters are generally the same
as those in the first, and morphemes and words usually align
between the two lines. Where a given word or morpheme
can be glossed by more than one term, periods (“.”) or
colons (“:”), and sometimes dashes or spaces, separate the
additional glosses (for instance, in (1) kataab is glossed as
book, 3s (‘third person’ and ‘singular number’), f (‘femi-
nine gender’), and NOM (‘nominative case’)). Finally, the
third line contains a free-translation of the first line.7

(1) fawad- ne sumbal- n kataab dittii
Fawad- ERG Sumbal- DAT book.3s.f.NOM give-PERF.f
‘Fawad gave the book back to Sumbal.’[1]

Glosses in the second line take two forms: those rep-
resenting grammatical information (usually formal or se-
mantic features), which we label with the term gram (in
the spirit of [4], and described in more detail in [13]), and
those that contain unconstrained translations of words and
morphemes, which we will label by the generic term gloss.
Grams are often put in upper case to differentiate them from
glosses.

2.2 Why IGT?

Although other forms of interlinear text exist, ODIN is
built primarily around IGT, that is, interlinear text that is
commonly found in scholarly linguistic discourse. IGT is

7See the Leipzig Glossing Rules
(http://www.eva.mpg.de/lingua/files/morpheme.html) for specific ex-
amples of “best-practice” with respect to IGT. The EMELD site
(http://www.emeld.org) also contains specific instructions on encoding
IGT and other linguistic data types, and discusses best-practice with
respect to archiving, interoperation, etc.

a semi-structured data type, and as such, is amenable to
some degree of automation. There are consistencies in its
use across the discipline—the standard 3- or 4-line format,
phonetically or orthographically encoded language data,
a morpheme-by-morpheme or word-by-word gloss, a free
translation, some markup terminology regularities—which
provide a rich underlying structure that make the data for-
mat more readily accessible to automated manipulation than
other less structured data types. Of even greater importance
is its ubiquity: it is used throughout the discipline to present
language data, and can be found in tens of thousands of
Web-accessible linguistic documents.

On one hand, the IGT data format is a presentation for-
mat, and as such, is geared for human consumption, not for
automation. Two problems are presented for automation:
First, structural associations between elements are not clear,
in that the alignment between lines is not explicit, nor is the
relation between elements on the same line necessarily ev-
ident. Second, the semantics used for describing grammat-
ical concepts, the grams, is not consistent across instances,
and can vary by language studied, theoretical tradition, and
even by researcher.

On the other hand, its consistent structure and format
make it conducive to mining and enrichment. Finding
IGT involves locating salient linguistic documents and then
searching these documents for text that “looks like” IGT.
Once discovered, instances of IGT can be “unpacked”, that
is, the relations between elements across and within the
lines of IGT can be made explicit and stored in such a way
to facilitate search. In addition, term ambiguities can be re-
solved through manual and automated means. Finally, the
content of IGT can be enriched through the use of statistical
taggers and parsers applied against the near universal En-
glish translation found within IGT instances.8 These meth-
ods for discovery and enrichment are covered in detail in
the next section.

3 ODIN

3.1 Crawling for and Recognizing IGT

Locating IGT on the Web is done in two steps. First, doc-
uments that might contain IGT are located. This is done by
crawling the Web using linguistically-related search terms
and collecting those documents that most likely contain
IGT. Second, IGT within these documents is recognized and
extracted. IGT recognition and extraction involves scan-
ning the text of a document for patterns that resemble IGT,
applying relevant heuristics to improve precision (e.g., lan-
guage identification, accurate alignment, etc.), and then ex-
tracting and storing the recognized instances into the ODIN
database.

8Surprisingly, an English translation is often provided with examples
even when the source document is in another language.



3.1.1 Crawling for IGT

The major difficulty with locating documents that contain
IGT is reducing the size of the search space. We decided
very early in the development of ODIN that unconstrained
Web crawling was too time and resource intensive a pro-
cess to be feasible due to the Web’s massive size. Focused
crawls, ala Mercator [17], which optimize crawling perfor-
mance by quickly eliminating irrelevant pages, presented
a good method for reducing the search space, but still re-
quired large, resource intensive crawls. We discovered that
highly focused meta-crawls were far more fruitful. Meta-
crawling essentially involves throwing queries against an
existing search engine, such as Google or Yahoo, and crawl-
ing only the pages returned by those queries.

We found the most successful queries to be those that
use strings contained within IGT itself. Since the markup
vocabulary for IGT often contains grams (e.g., NOM, ACC,
ERG, etc.), the most successful strategy involves using the
highest frequency grams as search terms. In addition, we
found precision increases when we include two or more
grams per query. Thus, for example, although ERG alone
returns a large number of linguistic documents, ERG com-
bined with ABS (or any other high frequency gram) returns
a far less noisy and far more relevant set of documents.

Other queries we use include: language names and codes
(drawn from the Ethnologue database [11]9), linguists’
names and the languages they work on (drawn from the
LinguistList linguist database), linguistically relevant terms
(drawn from the SIL linguistic glossary), and queries that
look for particular language data, such as words or mor-
phemes found in IGT.

Given a set of documents returned from a query, we then
search through them for signs of IGT. Integrated with the
crawlers is an IGT recognizer, whose mandate is a limited
one: if a targeted document appears to contain just one in-
stance of IGT, that document is harvested for inclusion in a
subsequent more thorough off-line recognition process.

3.1.2 Recognizing IGT

The current method for recognizing IGT uses regular ex-
pression “templates” to look for text that resembles IGT.
A regex template, or rule, might look something like that
shown in (2). The rule in (2) would “discover” an instance
of IGT like that shown in (1).

(2)

\t*(\()\d*\).*\n
\t*.*\n
\t*\’.*\n

9We are in the process of converting to ISO 639-3 language codes. ISO
639-3 language codes are a merger of Ethnologue and ISO 639-2 language
codes.

The IGT recognizer uses a chart parsing algorithm [7]
to track the rules currently being processed. When a regex
rule is completed successfully, the relevant instance of IGT
is extracted and added to the database as a potential instance
of IGT. The chart is then cleared and processing continues.

The IGT recognizer as it is currently implemented suf-
fers from fairly low precision (0.61) and recall (0.52). Since
we feel that precision is far more important than recall, the
assumption being that linguists would be far less forgiving
of incorrectly identified IGT than of missing instances, we
have concentrated most of our efforts on improving preci-
sion at the cost of recall.

A few heuristics have been developed to improve pre-
cision. The first involves a rather “unforgiving” alignment
algorithm that filters out IGT instances where the first and
second lines fail to align. Precision rises to 0.88 using this
method, but recall drops rather precipitously to 0.18.

Additional language identification heuristics are used to
further improve precision. The first looks for language
names in the surrounding text. Since the database of lan-
guage names contained in the Ethnologue is used [11], each
language name that is found can be mapped to a unique
three-letter language code. The second involves building
statistical language models [5] over the first line of IGT, the
line encoding the language data of interest, which, when
compared against an inventory of language models built
over already collected IGT, returns one or more ranked lan-
guage codes. The language codes that are returned are then
compared against the language code returned by the first
heuristic, and if a match is found, the IGT instance is au-
tomatically added to the database. Ultimately, precision
for IGT recognition rises to 0.98 using these heuristics, al-
though recall remains very low, at 0.13.

3.1.3 Manual and Automated Review

A large percentage of the IGT collected by ODIN has been
manually reviewed. Of the 33,713 instances of IGT in the
ODIN database at the time of this writing (06/17/2006),
18,193 have been hand verified to be both IGT and to be in
the languages in question (there are 701 languages currently
in ODIN). The percentage of hand-vetted examples, 54%,
will reduce over time since the automated methods operate
at a faster pace than any supervised strategies. Of the 6,540
records added to the database in the two-month period end-
ing the 17th of June 2006, 18% were hand verified, and the
remaining 82% were added without verification. Hand ver-
ification will continue to be part of the process since cur-
rent automated methods, especially those that use statisti-
cal methods, require existing data to build statistical models
over. Once data for a new language have been added to the
database, however, models can easily be trained on these
data, meaning that future IGT instances discovered for that
language can be added without supervision.

One of six verification levels is associated with each data



point collected by ODIN. First, those data that have been
collected that are IGT but have had no language code as-
sociated with them are stored at the level of “Very Low”,
and are not accessible to search; these data are stored such
that they can be manually reviewed at some point in the
future. Second, those data that are collected but have not
been verified either manually or automatically, other than
through a simple language name check (where the language
name is retrieved from the surrounding text), are stored at
the verification level of “Low”. Third, those that are verified
through automated means, mainly using the Cavnar & Tren-
kle algorithm verified against a recovered language name,
are recorded as “Auto”. Those manually verified are stored
either as “High” (fourth) or “Highest” (fifth), where the
former marks data that contains some corruption, which is
likely introduced through the extraction process, and where
the latter is completely clean and matches the source per-
fectly; both High and Highest are verified against the source
document to be in the language specified. Finally, an addi-
tional verification level is provided for data that are manu-
ally supplied by a data provider. Since these data are likely
to be very clean and manually verified by an expert on the
language, it is encoded at the “Very Highest” level. A list of
the verification levels and the amount of data discovered for
each is contained in Table 1. (Note: Each verification level
corresponds to a number on a 0–100 scale, with Very Low,
Low, Auto, High, Highest, Very Highest distributed across
this scale. A numerical scale accommodates additional ver-
ification levels should needs change in the future.)

Level # Instances
Very Low 3038

Low 1985
Auto 10513
High 5630

Highest 12511
Very Highest 334

Table 1. Amount of Data Collected at Each
Verification Level as of 2006/08/11

3.2 Extracting and Curating IGT

Extracting IGT is fairly straightforward once an instance
of IGT has been recognized. Once extracted, each instance
is stored in the ODIN database in such a way as to facil-
itate search. Currently, IGT is stored in the database in
its “raw” presentation format, that is, as lines of text as
discovered in the source document. Further, the lines are
parsed and aligned, and the aligned elements between the
language and gloss line are also stored as separate entries
(see Section 3.3.1), as are the part-of-speech tagged trans-
lation lines. The redundancy means that the database it-

self is not fully normalized, but the inefficiencies were dic-
tated by speed concerns required by search and display. All
instances that are stored in the database are indexed and
searchable by language code, facilitating relatively rapid
language code and name search.

3.3 Enriching the Data

The primary motivation behind ODIN is to locate in-
stances of IGT and expose these instances to search. The
initial search strategy behind ODIN was to comply with the
Open Languages Archives Community (OLAC) model[19],
that is, allow search by language name or code, either
through OLAC’s search interfaces10 or through a locally
provided facility. IGT, however, has remarkably rich con-
tent that opens possibilities for other types of search. To
facilitate these other types of search, we have enriched IGT
content through various means. First of all, aligning mor-
phemes and words and their glosses (located on the the
canonical first and second lines, respectively) allows sys-
tematic queries across these data. Using very limited part-
of-speech (POS) tagging of the second line, it is possible
to make guesses as to the status of various kinds of mor-
phemes, such as whether morphemes are roots, affixes or
clitics. Further, the annotation that is consistently used in
the gloss line provides another avenue for search, and if nor-
malized to a common vocabulary, allows search across dis-
parate vocabularies. Finally, because the translation line is
almost universally English, robust POS taggers and parsers
for English can be brought to bear on IGT. Queries across
the enriched English translations can give us clues as to the
structures that might exist in the source language data.

3.3.1 Aligning IGT Instances

The first step in enriching the IGT involves aligning ele-
ments between the language and gloss lines. The explicit
alignment between these lines associates each morpheme
or word with its respective gloss. Although the methods
used for alignment are somewhat adaptive depending on the
delimiters used—linguists are not completely consistent in
the use of word and morpheme delimiters in IGT—a num-
ber of instances fail to align correctly, due mostly to miss-
ing delimiters or inconsistent uses across the lines of data;
this means that a number of instances can only be partially
aligned. Of the data currently stored in ODIN, 74% of the
IGT instances have been fully aligned.

Although the alignment algorithms have proven most
useful for explicitly representing the relationship between
elements for purposes of search, they have also proven use-
ful for converting IGT to an XML format. XML is useful
since it explicitly encodes relationships between elements,

10OLAC can be search via an interface at LinguistList
(http://www.linguistlist.org) or the Linguistics Data Consortium
(http://www.language-archives.org/tools/search)



is an archivable and interoperable data format, and provides
the means for subsequently rendering data in a variety of
output formats (e.g.using XSLT). We have developed meth-
ods for rendering IGT stored in ODIN in the Hughes, Bird
and Bow (HBB) [12] which can be applied to any data cur-
rently housed in ODIN that fully aligns.

3.3.2 Term Disambiguation

As noted earlier, glosses in IGT take two forms: those rep-
resenting grammatical information, the “grams”, such as
ERG, NOM, PERF in (1), or glosses, such as book or give.
Significant manual effort has gone into disambiguating the
grams that are used in IGT, done as part of the initial fund-
ing used to develop ODIN. Eighty-four terms have been de-
termined to have near universal interpretations, with several
hundred more commonly used for specific languages or lan-
guage families. A gram lexicon has been built in ODIN,
which contains a mapping of these terms to a common se-
mantic, namely, relevant concepts contained in GOLD, the
General Ontology of Linguistic Description11. These term
mappings can be rendered as XML-encoded terminology
sets, or termsets, which are themselves returned as results
for certain kinds of queries cast against ODIN.

It is naive to assume that all instances of a term map to
the same concept. As noted earlier, terms’ meanings can
vary by language or language family, researcher or theoret-
ical tradition. For instance, the term NOM is used nearly
universally to mean NominativeCase, with over 99.5% in-
stances of NOM having this mapping. However, some re-
search traditions dictate the use of NOM for Nominalizer
rather than NominativeCase. To help in discovering these
outliers, we have applied statistical clustering techniques to
look at distribution of terms across the database, where out-
liers are not mapped to a GOLD concept without manual in-
tervention. These methods prevent some false hits in search.

3.3.3 Tagging and Parsing the English Translation

IGT is generally used within a larger rhetorical context, and
it is often annotated to be compatible with that context.
For instance, a paper on negation may contain instances
of IGT where the gloss-line annotation shares this focus,
e.g., where NEG and other relevant annotation are used or
highlighted. Other annotation lacking relevance to the con-
text are backgrounded or ignored altogether. However, it
is possible to discover other phenomena in an IGT instance
through additional, automated enrichment: Because most
IGT instances that have been discovered by ODIN have En-
glish translation lines (this is true for over 98% of the in-
stances currently housed in ODIN), we have found it fruit-
ful to apply robust statistical techniques for tagging and

11GOLD was conceived of early in the EMELD efforts. See [8] and [9]
for more detailed background.

parsing against the English translation, and use these ad-
ditional structures to support other kinds of query. For in-
stance, it is possible to discover a variety of linguistically
salient constructions, such as passives, conditionals, coun-
terfactuals, raising constructions, sententially negated con-
structions, etc. (see Section 3.4.4), in a tagged and parsed
English gloss that would not otherwise be discoverable.
The English translations for all examples in ODIN have
been tagged using the Ratnaparkhi MaxEnt tagger [18].
A subset of the examples have also been parsed using the
Collins Parser [6]. The error rate for the Collins parser has
been high enough—approximately 26% of the instances are
misparsed—that we have not parsed all instances of IGT,
and are currently exploring methods for improving parsing
methods, including implementing multiple parsers over the
data.

3.4 Search

The focus of ODIN is and has always been search: how
can linguists find the data that they are interested in and how
can the data be encoded in such a way as to accommodate
the variety of queries that a linguist might ask. As men-
tioned earlier, we initially limited search to queries by lan-
guage name and code, which maintained compatibility with
OLAC. More recently we have extended the search facility
by adding what we have labeled Advanced Search, which
provides three additional search query types: search by lan-
guage family, search by concept/gram, and search by lin-
guistic constructions. Each of the search facilities provided
by ODIN are discussed in detail in the following sections.

3.4.1 Language Name/Code Search

The initial search facility provided by ODIN was designed
to maintain compatibility with OLAC. OLAC provides
for interoperation over language repositories through well-
defined metadata based on the Dublin Core metadata set [3].
Registered repositories are harvested regularly by OLAC,
and made available to search through the OLAC portals at
LinguistList and the LDC. Using these portals, users can
search for language repositories using language names and
codes, where results are presented as a list of relevant repos-
itories and URLs. ODIN regularly generates OLAC meta-
data as new data are discovered. Results to OLAC queries
are supplied via a PHP script that lists all relevant docu-
ments for supplied language codes. A sample output screen
is shown in Figure 1.

Note that the results are ordered by Verification level,
with the documents containing instances at the Highest ver-
ification level listed first (the verification levels are detailed
in Section 3.1.3). Users have the option to view the docu-
ments from which IGT were harvested, or can view the in-
stances themselves (which, when displayed, are fully cited),



Figure 1. Query Results for Warlpiri

where the latter can be viewed in either the raw, as-extracted
format or in XML (where available).

3.4.2 Language Family Search

An extension to language search is search by language fam-
ily. We use the language families as defined in Ethnologue,
and provide the facility for users to select a family name
from a pull-down list. Results are returned as a list of lan-
guages within that family, but only for those languages for
which data exist in ODIN. An example output is shown in
Figure 2. The user has the option of displaying Resources
for each language, which are effectively the documents the
IGT was extracted from, or he or she can view the instances
of IGT themselves (again, with individual citation records
provided by document). The user can also display an XML
encoded Language Profile, which contain information that
has been automatically compiled from harvested IGT. Pro-
files contain information about grammatical categories dis-
covered in IGT, such as cases, aspects, tenses, etc.12

The Language Family search can also be combined with
the Concept/Gram and Construction Searches discussed in
the next two sections. The combination allows users to con-
strain the results to specific language families, thus reduc-
ing the number of documents and IGT instances returned
for any particular query.

3.4.3 Concept/Gram Search

The Concept/Gram search allows users to search through
IGT for instances that contain morphemes or words that

12It is not our intention to discuss language profiles in detail here. The
reader is referred to [10] for more thorough coverage of terminology sets
and language profiles.

Figure 2. Query Results for Australian Lan-
guages

encode particular grammatical concepts, such Nominative-
Case, PerfectiveAspect, SubjunctiveModality, etc. The user
specifies the desired concepts in terms of GOLD, and the in-
stances of data that map to these concepts are searched for.
Grams such as PST and PAST are normalized to a common
semantic, namely PastTense, so the query for PastTense will
return both of these forms, as well as 1SGPast, Hodiernal-
Past, and others. The user can also request morphemes en-
coded as affixes (prefixes, suffixes) or clitics (proclitics, en-
clitics), which, although not normally explicitly encoded in
IGT, can be deduced from their relationships to root mor-
phemes. Thus a query might look something like “Past-
Tense encoded as a Suffix, Singular encoded as an Enclitic”,
which will return all instances of IGT where both conditions
hold.

The Concept search in ODIN is not as sophisticated as
that discussed in [20], where the full power of GOLD was
brought to bear on an RDF-encoded database. Because of
speed concerns, ODIN has limited the search facility to a
two-tiered, GOLD compatible hierarchy: users can search
for a specific concept, such as ErgativeCase, or a parent con-
cept, such as Case. In [20], the full GOLD hierarchy could
be queried, allowing users to abstract away from specific
categories and relationships, using the full inference capa-
bility of RDF. Although users may wish such power in a lin-
guistic query, implementing such queries are not tractable in
real-time given current technology.

3.4.4 Construction Search

The Construction Search is the most powerful and most
innovative of the query facilities currently provided by
ODIN. Rather than limiting search to just the content and
markup natively contained within IGT, Construction Search



searches over “enriched” content, where the additional
content and structure is added to the English translations
through the use of statistical taggers and parsers. Given en-
riched English content, a search for Relative Clauses, for
instance, looks for the tell-tale structural clues of its pres-
ence: a word tagged as NN or NNP followed by an appro-
priate relativizer. Likewise, a search for Passives looks for
forms of the verb to be followed by the past participle of the
verb, tagged by VBN. Currently, 15 construction queries
have been implemented, with some 40 additional queries
being evaluated and built.

It is crucial to recognize that construction queries rely
on the English translation, not on the source language data.
Thus, they can only be seen as guesses: A passive dis-
covered in the English translation does not mean that a
passive will necessarily exist in the source language data.
However, linguists are often very careful in how they craft
translations in IGT such that the translations closely mir-
ror the intended meaning and the syntactic structure of the
source. Thus, discovering a passive in the English trans-
lation could realistically be associated with a passive-like
structure in the source language data: passives, topicalized
structures, scrambled structures, or other related phenom-
ena, often characterized by “movement” away from some
canonical order.

3.5 Fair Use

Crucial to the ODIN effort has been the fair use of the
data that are collected. We fully recognize that any instance
of data that is collected by ODIN is proprietary and the
property either of the linguist who crafted the example or
the native community where the example might have orig-
inated. In line with linguistic custom and Section 107 of
Copyright Law13, all instances of IGT that are returned as
results of a query are fully cited as to their source, and the
source document is provided via link (no copies of source
documents are maintained on the ODIN site). Although
search across instances for which no citation information
is provided by ODIN, only links to source documents will
be provided; no data will be displayed.

4 Future Directions

In this section, we discuss future directions for ODIN.
Two projects that are currently underway are discussed, the
first involving improvements to recall of the IGT recogni-
tion process, and the second involving projections of struc-
ture from the English translation to the source language
data.

13See [16] and [14] for a thorough review of copyright law as it pertains
to linguistics data.

4.0.1 Recognition

The IGT recognizer, as currently designed, is fairly brittle
in that it does not allow much flexibility in the definitions
it uses, leading to lowered recall. Even slight variations in
the format of IGT can lead to recognition failure, requir-
ing the subsequent manual addition of new rules. Although
our regex templates have fairly broad coverage, capturing
the structure of most IGT instances, many instances are
still skipped, some because they contain only minor vari-
ations of existing structures. With the next generation IGT
recognizer currently being designed, the rules, along with
language identification and other IGT indicators, will be
treated as features used by machine learning algorithms. A
machine learning classifier, such as one based on the Maxi-
mum Entropy [2] or Support Vector [21] algorithms, can be
trained on these features, and, during the training process,
will converge on the features that are most salient to dis-
covering IGT in text. These methods, we feel, will improve
recall overall, without significant reductions in precision.

4.0.2 Projecting Structure

As discussed in Section 3.4.4, it is important to recognize
that search over the English translation can only discover
constructions contained in the English translation; it does
not mean that the same or similar constructions will be
found in the source language data with which the translation
is associated. We assume that a relationship exists, since the
linguist will likely bias the translation to be as close to the
original language data as possible. There is no guarantee,
however, that every construction found in the English gloss
will also be found in the source.

Drawing inspiration from Yarowsky and Ngai 2001 [22],
efforts are currently underway [15] to project tags and
parsed structures from the English translations onto the as-
sociated source language data. Because each instance of
IGT contains an intervening gloss line, the English transla-
tion can be aligned with the gloss line, which in turn can
easily be aligned with the language data. Where possible,
the tags and parses applied to the English translation can
then be projected onto the source language data. These pro-
jected structures can then be searched, where queries can be
cast against the source itself rather than against the English
translation. Current experiments show successful projec-
tions on the order of 60–90%, depending on the quality of
markup and the typological characteristics of the source lan-
guage (and how much it diverges typologically from from
English).

5 Conclusion

The ODIN database is presented here as a model for
leveraging existing infrastructure to facilitate sophisticated
search, and as a model for interoperation over legacy data



and legacy formats. It stands as an example of how we
might proceed in developing the tools and methodologies
to grow a richer e-Linguistics, especially by transforming
and enriching existing Web-accessible resources. ODIN it-
self is a resource that is searchable at the level of data, go-
ing beyond other systems both in its breadth, the number of
languages served, and depth, the granularity of search that
is provided. Future work looks to apply sophisticated sta-
tistical NLP technology to harvested language data, which
will result in even more searchable content. The resulting
infrastructure can then be further exploited for the purposes
beyond search, such as developing language-specific tools
and resources (e.g.statistical taggers and parsers), most es-
pecially for languages for which very few digital resources
exist. The creation of sophisticated tools can then facilitate
the uptake of additional data and resources, expanding the
scope of the ever evolving e-Linguistics infrastructure.
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