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Genomic signatures of positive selection in humans and the limits of outlier approaches

Joanna L. Kelley, Jennifer Madey, John C. Calhoun, Willie Swanson, and Joshua M. Akey

Department of Genome Sciences, University of Washington, Seattle, Washington 98195, USA

Identifying regions of the human genome that have been targets of positive selection will provide important insights into recent human evolutionary history and may facilitate the search for complex disease genes. However, the confounding effects of population demographic history and selection on patterns of genetic variation complicate inferences of selection when a small number of loci are studied. To this end, identifying outlier loci from empirical genome-wide distributions of genetic variation is a promising strategy to detect targets of selection. Here, we evaluate the power and efficiency of a simple outlier approach and describe a genome-wide scan for positive selection using a dense catalog of 1.58 million SNPs that were genotyped in three human populations. In total, we analyzed 14,589 genes, 385 of which possess patterns of genetic variation consistent with the hypothesis of positive selection. Furthermore, several extended genomic regions were found, spanning >500 kb, that contained multiple contiguous candidate selection genes. More generally, these data provide important practical insights into the limits of outlier approaches in genome-wide scans for selection, provide strong candidate selection genes to study in greater detail, and may have important implications for disease related research.

[Supplemental material is available online at www.genome.org.]
Selection in humans

Results

Efficiency of a simple outlier approach in data sets with and without ascertainment bias

Positive selection is expected to result in a skew of the site frequency spectrum toward an excess of low frequency alleles relative to neutral expectations. A popular statistic to measure such skews is Tajima’s D (Tajima 1989), and significantly negative values indicate patterns of genetic variation that are consistent with either positive selection or demographic perturbations such as population expansions. One issue that arises in applying Tajima’s D to the dense catalogs of genetic variation that have been developed in humans (Hinds et al. 2005; The International HapMap Consortium 2005) is that it was originally developed for sequence and not genotype data. In general, the SNPs used in these genotyping studies were initially identified in a limited number of chromosomes (a “discovery” panel) and subsequently genotyped in a larger set of individuals (Hinds et al. 2005; The International HapMap Consortium 2005). The SNP discovery process results in an important ascertainment bias, which leads to an excess of intermediate frequency alleles in a sample, biasing Tajima’s D upwards.

Thus, it would be difficult to make inferences about the statistical significance of Tajima’s D for a single gene when only genotype data are available. However, we hypothesized that by analyzing the distribution of Tajima’s D (denoted as TDGen when applied to genotype data) across thousands of loci, candidate selection genes could potentially be identified as outliers in the extreme negative tails of the empirical distribution of TDGen. Intuitively, however, the ability to make meaningful inferences of the site frequency from TDGen and hence identify candidate selection genes, will critically depend on the magnitude of ascertainment bias.

To test this hypothesis and to identify scenarios that are conducive to applying Tajima’s D to genotype data, we performed coalescent simulations to mimic a small-scale genomewide analysis in data sets with and without ascertainment bias. Specifically, we simulated 1000 data sets consisting of 1000 unlinked loci with varying fractions of neutral and positively selected loci. For each locus, we calculated TDGen for varying levels of ascertainment bias by first “discovering” SNPs in ND randomly selected chromosomes (ND = 2, 4, 8, 12, 24). Discovered SNPs were then “genotyped” in a separate panel of NT chromosomes (NT = 48; see Methods), and the resulting genotypes were used to calculate TDGen. Complete ascertainment (i.e., full sequence data) was modeled by calculating Tajima’s D from all NT = 48 chromosomes. Finally, for each value of NT, we constructed an empirical distribution of TDGen and asked how many selected genes were found in either the top 1% or 5% negative tail of the empirical distribution. As a measure of efficiency, we summarized the simulation results by the positive predictive value (PPV), which is defined as the proportion of outlier loci that have been targets of selection. For example, a 1% threshold results in 10 outliers. If four of these loci correspond to selected loci, then the PPV is 0.40.

Figure 1 summarizes the simulation results and highlights several important points. First, in general, the simple outlier approach considered here does indeed result in an enriched set of genes that have been targets of selection. However, false discovery rates (FDRs) can be large and the efficiency depends on a number of parameters such as the magnitude of selection, the fraction of loci in a genome that have been targets of selection, and thresholds used to define candidate selection genes (Fig. 1). For example, even in models of complete ascertainment (corresponding to ND = 48 in Fig. 1), the PPV can be as low as 0.03 when selection is weak and the fraction of all loci in the genome subject to selection is small.

Second, meaningful inferences of the site frequency spectrum can be made from genotype data when levels of ascertainment bias are not too severe (Fig. 1). However, as the number of chromosomes used for SNP discovery decreases, ascertainment bias becomes more of a barrier to accurately identifying positively selected loci using tests of the site frequency spectrum. In the extreme case when SNPs are discovered in ND = 2 chromosomes, the PPV can be substantially less compared to the PPV in unascertained data (Fig. 1), and therefore, the approach considered here would be inadvisable.

To provide practical information on whether a particular data set is or is not suitable for the outlier approach considered above, we compared the correlation between Tajima’s D derived from complete sequence (TDSeq) and genotype (TDGen) data as a function of the ratio of PPV in genotype (PPVgen) to sequence data (PPVseq). The ratio, (PPVgen/PPVseq), provides a measure of how well the results of an outlier approach in ascertained data recapitulate what would be found in data sets free of ascertainment bias. Figure 2 summarizes the results for ascertained data sets corresponding to ND = 2, 4, 8, 12, and 24. As expected, the correlation between TDSeq and TDGen increases as the number of chromosomes used for SNP discovery increases. Furthermore, when the correlation between TDSeq and TDGen increases, (PPVgen/PPVseq) also increases. In other words, as the number of chromosomes used for SNP discovery increases, the results of ascertained data sets approach that of complete sequence data. For example, the correlation between TDSeq and TDGen when ND = 12 is 0.79, and (PPVgen/PPVseq) ranges from 0.76–0.98 across different parameter combinations (see Fig. 2). Therefore, the correlation between TDSeq and TDGen provides a useful guide as to how suitable a particular data set is for tests based on the site frequency spectrum.

Evaluating levels of ascertainment bias in the Perlegen data set

Several large-scale polymorphism studies have recently been described in humans. Here, we evaluate levels of ascertainment bias in the Perlegen data set (Hinds et al. 2005), which consists of genotypes for ∼1.58 million SNPs that were genotyped in 71 individuals from three populations: 23 African Americans (AA), 24 Han Chinese (CHN), and 24 European Americans (EA). Perlegen SNPs were discovered by array-based resequencing of 20–50 chromosomes (Hinds et al. 2005) in a multi-ethnic panel, and are thus likely biased toward intermediate frequency alleles (see also Clark et al. 2005). To determine if the simple outlier approach described above is applicable to the Perlegen data set, we compared values of Tajima’s D for genes that overlapped with the SeattleSNPs project (http://pjm.gene.washington.edu/), which is exhaustively resequencing a large number of immune and inflammatory related genes in 24 AAs and 23 EAs. This comparison is particularly informative because the SeattleSNPs and Perlegen data were derived from nearly the same set of EA and AA individuals (see Methods). We restricted our analysis of the SeattleSNPs data to a subset of 132 genes that were rigorously analyzed for signatures of selection as described in Akey et al. (2004). A significant correlation exists between TDGen and TDSeq in both populations (EA: r = 0.78, P < 10−16; AA: r = 0.56, P < 10−16) (Supplemental Fig.
The magnitude of the observed correlation, particularly in the EA sample, implies that the Perlegen data is suitable for identifying candidate selection genes based on the empirical distribution of TDGen.

Genome-wide analysis of the site frequency spectrum

We pursued a gene-centric genome-wide scan for positive selection by identifying all Perlegen autosomal SNPs that mapped to genic regions (SNPs located within 2 kb of all known or predicted genes defined by NCBI’s build 35.1 annotation). For each sample, we calculated TDGen for all genes that contained five or more SNPs. In total, 14,589 genes possessed at least five SNPs in one or more samples, and the median number of SNPs per gene was 18, 16, and 17 for AA, CHN, and EA samples, respectively. As expected, the average TDGen in all three samples was positive (1.302, 1.335, and 1.057 for EA, CHN, and AA samples, respectively) (Fig. 3), which likely reflects the ascertainment bias introduced through the SNP discovery process. Despite the skew toward positive values, a small proportion of genes also possess sharply negative values of TDGen (Fig. 3), which is particularly interesting given the bias toward high frequency alleles in this data set.

To determine how unusual the observed distributions of TDGen are relative to neutral expectations, two complimentary approaches were pursued. First, we compared the distribution of TDGen between genic and nongenic regions. Nongenic regions were chosen to approximate the number of SNPs found in the genic regions and allowed for linkage disequilibrium between loci (see Methods). Thus, the sampling of nongenic regions was done to approximate the complex correlation structure of the observed data. In all three samples, the distribution of TDGen was significantly different from one another (KS test, \( P < 10^{-5} \)) and genic regions possessed more negative values of TDGen compared with nongenic regions, although the differences were less extreme in the AA sample (Fig. 3A).

Second, we performed extensive coalescent simulations that incorporated ascertainment bias under hierarchical models of SNP discovery (Akey et al. 2003; Nielsen et al. 2004). Specifically, for each sample we compared the observed and simulated distributions of TDGen under various models of ascertainment bias, where SNPs were initially discovered in \( N_D \) chromosomes and subsequently genotyped in \( N_T \) chromosomes (\( N_T \) equals the sample size of the population under consideration). Given the uncertainty in how many chromosomes each SNP was discovered in, we considered all possible values of \( N_D \) ranging from two to \( N_T \). Simulations were performed under simple models of population demographic history using parameter values that were estimated from sequence data in related populations (for a complete description of the simulations, see Methods) (Pluzhnikov et al. 2002; Akey et al. 2004).

Figure 3B shows a subset of the simulation results in each sample for the values of \( N_D \) that most closely matched the ob-
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Figure 2. The correlation between TD_seq and TD_gen predicts the performance of a simple outlier approach in ascertained data sets. The correlation, r, between Tajima’s D derived from complete sequence (TD_seq) and genotype (TD_gen) data was calculated from the data sets described in Figure 1. N_d denotes the number of chromosomes used for SNP discovery. Discovered SNPs were then genotyped in the sample panel and used to calculate TD_gen (see Fig. 1 legend). For each value of N_d, there are eight points, which correspond to all combinations of eight parameter sets: θ (20 and 200), fraction of positively selected loci (1% and 10%), and threshold used in defining candidate selection genes (1% and 5%). Note that for each value of N_d, the correlation between TD_seq and TD_gen for the eight different parameter combinations differed by <1%, and thus for presentation purposes, the average correlation is shown. The gray shaded area helps to demark the range of (PPV_a/PPV_s) values for each value of N_d and simulation parameters.

Identifying candidate selection genes

We defined candidate selection genes as those that occur in the first percentile of the empirical distribution of TD_gen in each sample. In total, 385 genes meet this criterion in one or more sample (141, 130, and 135 candidate selection genes in the AA, CHN, and EA samples, respectively) (Supplemental Table S1). The nongenic and simulated distributions of TD_gen (Fig. 3) suggest that this threshold results in an enriched set of genes subject to positive selection for each sample. For example, based on the nongenic distribution of TD_gen, the probability of observing 141, 130, and 135 genes in the AA, CHN, and EA samples with a TD_gen ≤ T_i (where T_i is the value of TD_gen corresponding to the first percentile in the ith sample) is 5.20 × 10^{-6}, 3.4 × 10^{-6}, and 1.34 × 10^{-13}, respectively (binomial test). Interestingly, the median length of outlier genes versus nonoutlier genes is 29.6 kb versus 35.1 kb, which although small in magnitude is statistically significant (P = 0.0001, Wilcoxon rank sum test).

Furthermore, to obtain an empirical sense of the false-positive and -negative rates for the candidate selection genes, we compared our results to genes that overlap with the SeattleSNPs project for the EA and AA samples. Specifically, Akey et al. (2004) identified five genes (KEL, EPBHB, TRPV5, TRPV6, and DCN) with strong signatures of selection in the EA sample, three of which (TRPV5, TRPV6, and DCN) were identified in the present analysis (Supplemental Fig. S1). In the AA sample, two genes that were identified as candidate selection genes were not deemed significant in Akey et al. (2004; Supplemental Fig. S1). These results suggest that either the false-positive rate is higher in the AA sample or the results of Akey et al. (2004) were overly conservative.

An important and interesting question regarding positive selection in humans is to what extent signatures of selection are shared across populations. To address this issue, we compared the overlap in candidate selection genes among the AA, CHN, and EA samples. Following the method of Voight et al. (2006), we define a shared signature of selection as a gene that is located in the top 1% of the empirical distribution of TD_gen for one sample and the top 5% for the other sample(s). Of the 213 candidate selection genes that possess data in all populations, 41% overlap between two or more samples (Supplemental Fig. S5). Thus, while our data are consistent with an accumulating number of studies reporting geographically restricted patterns of selection in humans (Stephens et al. 1998; Rana et al. 1999; Hollox et al. 2001; Tishkoff et al. 2001; Akey et al. 2002, 2004; Fullerton et al. 2002; Hamblin et al. 2002; Rockman et al. 2003; Nakajima et al. 2004; Thompson et al. 2004; Zhou et al. 2004; Carlson et al. 2005; Voight et al. 2006), many selective events are likely shared across populations.

Genomic clustering of candidate selection genes

In analyzing the distribution of TD_seq across the genome (Supplemental Fig. S6), we noticed that candidate selection genes...
frequently occurred in clusters (defined as two or more contiguous candidate selection genes). In total, there were 30 unique clusters (14 in the EA sample, 12 in the CHN sample, seven in the AA sample, and three shared between two or more samples). These clusters encompass 81 genes, and thus 21% of all candidate selection genes are found in clusters. One potential explanation for clustering of candidate selection genes is genetic hitchhiking (i.e., the effect of positive selection on linked neutral variation) (Maynard Smith and Haigh 1974). The distance over which the signature of selection extends is a function of the strength of selection and local rates of recombination (Kaplan et al. 1989). Therefore, positive selection will leave a larger "footprint" in regions of low recombination. Supplemental Figure S6 qualitatively suggests that clusters of candidate selection genes tend to occur in regions of low recombination. Indeed, the average cM/Mb ratio in clusters of candidate selection genes is significantly lower compared with candidate selection genes not found in clusters (0.81 and 1.12 cM/Mb, respectively; Wilcoxon rank sum test, P = 0.018).

Several clusters were identified that possess striking signatures of recent selective sweeps over extended genomic regions. Figure 4 shows patterns of polymorphism across the two largest clusters. In the first region (Fig. 4A), a strong signature of positive selection was identified in the CHN sample, which spans >600 kb and includes six genes. Although our current analysis precludes definitive inferences about which gene or genes have been the target or targets of selection, EDAR is a particularly interesting candidate, as it possesses strong levels of population structure. Specifically, the average $F_{ST}$ across all EDAR SNPs is 0.42, and 11 are >0.80 (data not shown), which is considerably higher than the well-documented genome wide average of 0.10–0.15 (Bowcock et al. 1991; Akey et al. 2002; Rosenberg et al. 2002; Shriver et al. 2004). Interestingly, several genes in the EA sample, including EDAR, also possess sharply negative values of $TD_{conv}$.

In the second region (Fig. 4B), a strong signature of positive selection was found in the EA sample that spans >500 kb and includes eight genes. Strikingly, variation in the EA sample has been almost completely eliminated across much of this region. Given the consistent reduction in EA polymorphism throughout the entire region, it is difficult to speculate about the potential target or targets of selection based on the available data.

Sequence analysis of candidate selection genes

To begin to test our predictions of positive selection by more direct approaches, we selected five EA and/or CHN candidate selection genes for resequencing (Table 1). Approximately 2 kb was sequenced in each of these genes in 23 EA and 24 AA samples. All five genes were concordant with our analysis of the Perlegen data and had negative values of Tajima’s D (indicating an excess of low frequency alleles) in the EA sample and positive values in the AA sample (Table 1). The statistical significance of Tajima’s D for each gene was determined by $10^4$ coalescent simulations assuming no recombination, conditional on the observed sample size, number of segregating sites, and demographic history using parameter values described in Akey et al. (2004). In the EA sample, the $P$-values of $CEACAM1$, $LRRC36$, and $CYB5R4$...
were significant at $P < 0.05$ and ENAM and KIAA0319L approached statistical significance ($P = 0.0533$ and 0.0803). All five genes had $P$-values $>0.10$ in the AA sample. Thus, the resequencing data further support the hypothesis that the set of candidate selection genes are enriched for loci that have been subject to positive selection, although additional sequencing needs to be performed to explore the evolutionary history of these loci in greater detail.

**Discussion**

Outlier approaches, in which candidate selection genes are identified in the extreme tails of empirical distributions, have become a widely used strategy in genome-wide scans for selection (Akey et al. 2002; Payseur et al. 2002; Kayser et al. 2003; Storz et al. 2004; Voight et al. 2006; Wang et al. 2006). However, to our knowledge, there have been no systematic studies evaluating the performance of simple outlier approaches. To this end, we performed coalescent simulations to determine the efficiency of this study design in data sets with and without ascertainment bias. In general, we found that the simple outlier approach considered here results in an enriched set of genes that have been targets of positive selection, and meaningful inferences of the site frequency spectrum can be made from dense catalogs of genotype data when levels of ascertainment are not too severe. However, FDRs, even in completely ascertained data, can be high (Fig. 1) depending upon parameters such as the strength of selection and the fraction of all loci that have been subject to selection. Unfortunately, these parameters are generally not known and are difficult to estimate. In this regard, the utility of simple outlier approaches may seem questionable. However, if the goal of a study is to identify a restricted set of candidate selection genes to study in more detail, then our data suggest that an outlier approach is a reasonable study design as long as one accepts that a substantial proportion of candidates may be false positives.

In critically evaluating these results, it is important to note several caveats. For example, the simulations are obvious simpli-

---

**Figure 4.** Strong signatures of positive selection that extend over large genomic regions. Patterns of polymorphism from the two largest clusters of candidate selection genes are shown in A and B. The regions shown in A and B are located on chromosomes 2 and 10, respectively. The signature of selection extends for $>500$ kb in both regions. In each panel, a graphical representation of genotypes is shown for the AA, CHN, and EA samples. Rows correspond to individuals and columns denote SNPs. For each SNP, blue, yellow, and red boxes indicate whether the individual is homozygous for the common allele, heterozygous, or homozygous for the rare allele, respectively. White boxes indicate missing data. Horizontal black bars denote the location of each gene. The distribution of $T_{D_{G}}$ for each gene is shown above the graphical representation of genotypes and the chromosomal position in Mb is shown on the x-axis (not drawn to scale). Blue, green, and red circles denote AA, CHN, and EA samples, respectively. Genes located immediately upstream and downstream of the region where patterns of polymorphism begin to approach neutrality are also shown, which helps to demark the signature of selection. Note that in A, the gene MCC10701 (Entrez gene symbol) (located between GCC2 and LIMS1) does not have genotype data available in all three samples and is not included in the figure. Similarly, in B the genes MRPS16 (located between DNAJC9 and TTC18) and ZMYND17 (located between ANXA7 and PPP3CB) are not shown, as they do not contain genotype data in all three samples. For both regions, an excess of low frequency alleles is also observed between genes (data not shown).
fifications of real genomes and did not take into account variation in rates of mutation, recombination, and selection coefficients across loci, nor did they consider demographic perturbations that real populations have likely experienced. These factors are expected to increase variance and further complicate simple outlier approaches. In principle, identifying outliers conditional on mutation and recombination rates should result in more accurate inferences, although how to do this in practice warrants further investigation. In addition, we only studied one particular statistic of the site frequency spectrum, and other statistics may be more powerful. However, there is no escaping the fact that evolutionary processes are inherently stochastic and extreme outlier values arise under neutrality. Therefore, we anticipate that our general findings will extend to additional test statistics, particularly ones based on the site frequency spectrum.

Our genome-wide scan for positive selection in the Perlegen data (Hinds et al. 2005) identified 385 candidate selection genes that were outliers in the empirical distribution of $\text{TDA}_{\text{Gen}}$. Extensive coalescent simulations and comparisons to the distribution of $\text{TDA}_{\text{Gen}}$ in nongenic regions suggests that the threshold used in defining candidate selection genes results in an enriched set of loci that have been subject to positive selection. However, it is important to note that our simulation results on the efficiency of outlier approaches demonstrate that considerable caution needs to be exercised when interpreting outlier loci as targets of positive selection as the FDR can be high (Fig. 1). The simulated and nongenic distributions of $\text{TDA}_{\text{Gen}}$ allow a rough estimate of the FDR to be made for the set of candidate selection genes in each sample. The FDR estimated from the simulations in the EA, CHN, and AA data is 0.14, 0.16, and 0.53, respectively. Based on the nongenic data, the estimated FDR in the EA, CHN, and AA data is 0.50, 0.61, and 0.60, respectively. The simulation-based estimates of the FDR are likely a lower bound as they are predicated upon simple models of human demographic history. Conversely, the nongenic-based estimates of the FDR are likely an upper bound as they assume positive selection does not occur in regions outside of genes, which is clearly a conservative assumption (see Carlson et al. 2005; Voight et al. 2006; Wang et al. 2006). Note that the FDR in the AA sample is generally larger compared with the EA and CHN samples (particularly for the simulation-based estimates), which is consistent with the comparisons to the SeattleSNPs data (Supplemental Fig. S1) and may be due to stronger ascertainment bias and/or admixture obscuring signatures of positive selection. Nonetheless, we believe that the considerable overlap of candidate selection genes across samples (Supplemental Fig. S5) and with other genome-wide analyses (see below) engenders confidence in our predictions. However, it is important to confirm these results on independent data with analyses that test different predictions of neutrality, functionally characterize suspected targets of selection, and ultimately correlate adaptive genetic variation with phenotypic variation.

A number of genome-wide scans for positive selection have recently been performed on the Perlegen and HapMap data (Carlson et al. 2005; The International HapMap Consortium 2005; Voight et al. 2006; Wang et al. 2006), which provide an important opportunity to compare results across studies. For example, in a complimentary study, Carlson et al. (2005) performed a sliding window analysis of Tajima’s D across the genome in the Perlegen data to find signatures of selection that extend over large genomic regions ($\geq$300 kb). One or more of the candidate selection genes found in our analysis maps within 14 out of 16, 19 out of 22, and six out of seven of the EA, CHN, and AA regions, respectively, are described in Carlson et al. (2005) (note that some regions described in Carlson et al. did not contain any known or predicted genes and were omitted in these comparisons). In addition, Voight et al. (2006) developed a novel LD-based statistic ($\text{iHS}$) to detect recent positive selection and applied this test to the HapMap data. Approximately 20%, 15%, and 9% of the EA, CHN, and AA candidate selection genes are in the fifth percentile of gene-based $\text{iHS}$ scores. Interestingly, if we ask how many of our candidate selection genes are within 100 kb of loci in the top fifth percentile of gene-based $\text{iHS}$ scores, the overlap increases to 32%, 38%, and 27% in the EA, CHN, and AA samples, respectively. Thus, we identify many of the same genomic regions as Voight et al. (2006), although the specific genes predicted to be targets of selection varies. Moreover, Wang et al. (2006) also developed a novel LD-based test of positive selection and applied it to the Perlegen and HapMap data. Approximately 18%, 22%, and 8% of the EA, CHN, and AA candidate selection genes overlap with the genes reported as significant in Wang et al. (2006). Again, if we define an overlapping result as mapping within 100 kb of a significant gene from Wang et al. (2006) the concordance increases to 44%, 44%, and 32% for the EA, CHN, and AA candidate selection genes. Finally, five out of the 26 autosomal genes with highly differentiated nonsynonymous SNPs described in Table 9 of The International HapMap Consortium (2005) are among our candidate selection genes (EDAR, SLC30A4, HERC1, RTTN, and CEACAM1).

Although there is considerable overlap between our results...
and previously described genome-wide scans for positive selection, we also find evidence for selection in genes not implicated in the above-described studies. This is to be expected for a number of reasons. For example, our simulations suggest that the FDR of outlier approaches is likely to be high (Fig. 1). Furthermore, tests of neutrality generally have low statistical power. In addition, the statistical tests used in each study are likely recovering selective events from different time periods and for different stages of the selective sweep. For instance, the LD-based statistic of Voight et al. (2006) is most suitable for identifying recent, incomplete, and/or ongoing selective sweeps. Conversely, tests based on the site frequency spectrum likely have higher power to identify sweeps where the advantageous allele is approaching fixation or completed sweeps in which new mutations are occurring on selected haplotypes. As just one illustrative example, one of our strongest signatures of selection in the EA sample spans a large genomic region that includes the genes TRPV5 and TRPV6. We and others have previously shown that this region is subject to positive selection (Akey et al. 2004; Stajich and Hahn 2005). Voight et al. (2006) found no evidence for selection at TRPV5 and TRPV6 in Europeans (although this region was significant in East Asians), which can be attributed to the fact that most SNPs in this region exist as low frequency alleles and as such are “invisible” to LD-based tests that require common polymorphisms. Thus, our results complement the previously described genome-wide scans for selection.

Finally, several investigators have posited that complex disease genes may be enriched for signatures of selection (Sharma 1998; Bamshad and Wooding 2003; Akey et al. 2004), which can be regarded as an extension of the thrifty gene hypothesis proposed by Neel to explain the high prevalence of type II diabetes (Neel 1962). If this is in general true, then the genes that we have found to possess evidence of selection may be strong candidate disease genes. Furthermore, through the effects of genetic hitch-hiking, which we have found several dramatic examples of, positive selection may also influence patterns of genetic variation in neutrally evolving complex disease genes. Thus, a more complete understanding of how, where, and why positive selection has acted on the human genome may facilitate the design and interpretation of disease mapping studies.

Methods

Data

Perlegen SNP genotypes (Hinds et al. 2005) were downloaded from http://genome.perlegen.com/browser/download.html, and all autosomal SNPs were retained for further analysis. These data were annotated based on NCBI’s build 35 and had rs numbers assigned according to dbSNP build 123. Therefore, we mapped all Perlegen SNPs onto dbSNP build 125. This resulted in a change of dbSNP rs identifiers for 14,608 SNPs. In addition, 1361 SNPs were discarded because they could not be uniquely mapped to the human genome. The filtered set of SNPs was mapped to known or predicted genes and pseudogenes according to NCBI build 35.1. We retained pseudogenes in the analysis because they may be in linkage disequilibrium with adjacent targets of positive selection, functional pseudogenes have been described (Jeffs et al. 1994; Hirotsune et al. 2003; Yano et al. 2004), and we wanted to increase the fraction of the genome surveyed. Recombination rates, expressed as cM/Mb, based on the deCode genetic map (Kong et al. 2002) were downloaded from http://genome.ucsc.edu/.

Data analysis

The site frequency spectrum for each gene and for each sample was assessed with the statistic Tajima’s D (Tajima 1989). When applied to genotype data, we denote Tajima’s D by TDAgn. To obtain the empirical distribution of TDAgn, for nongenic regions, we drew sets of Perlegen SNPs that mapped outside of known or predicted genes. Specifically, the length and number of SNPs for each sampled nongenic region were chosen to approximate that observed for genic regions. The number of nongenic regions sampled in each population was 12,269, 11,800, and 12,896 for the EA, CHN, and AA samples, respectively. The average TDAgn for the nongenic regions in all three samples was positive and similar to the average TDAgn for genic regions (1.30, 1.33, and 1.10 for EA, CHN, and AA samples, respectively).

Coalescent simulations

Coalescent simulations of positive selection (for the data presented in Figs. 1, 2) were performed with the program SelSim (Spencer and Coop 2004) assuming a stochastic trajectory of the advantageous mutation. We considered a model of an incomplete selective sweep, where the frequency of the advantageous allele has reached a population frequency of 90%. Additional parameters of the simulations were the magnitude of selection defined by the scaled population selection coefficient (s = 2Ne(1−s)), the population mutation rate (θ = 4Neµ), and the population recombination rate (ρ = 4Ne r = 10). In these formulas Ne denotes the effective population size, s the selective advantage of the beneficial mutation per copy per generation, θ the mutation rate per site per generation, and r the recombination rate per site per generation. Assuming an effective population size of 106 and a recombination rate between base pairs of 10−8/generation, this corresponds to an ~25 kb region. For each simulation, replicate 72 chromosomes were simulated and partitioned into discovery (n = 24) and sample (n = 48 panels). SNP discovery was then performed by randomly selecting Ne = 2, 4, 8, 12, 24 chromosomes from the discovery panel, which were then genotyped in the sample set, and the resulting genotypes were used to calculate TDAgn. To compare these results to that expected assuming no ascertainment bias, we also calculated TDAseq from the complete set of haplotypes in the sample panel.

To determine how unusual the observed distributions of TDAgn were relative to neutral expectations, we performed coalescent simulations with the program ms (Hudson 2002; obtained from R. Hudson’s Web site [http://home.uchicago.edu/~rhudson1/source.html]) that incorporated mutation, recombination, population demographic history, and various models of SNP ascertainment. Specifically, for each sample we compared the empirical distribution of TDAgn to the simulated distribution of TDAgn conditional on the observed number of genes (NCGene), gene lengths (L), segregating sites (S), and number of chromosomes (n). The parameters of the simulation include θ = 4Neµ, ρ = 4Ne r, demographic history, and SNP ascertainment. To model the uncertainty in local rates of recombination and mutation, in each coalescent replicate we sampled r and θ from a γ(2, 0.5 × 10−8) and γ(2, 10−8) distribution, respectively (Pluzhnikov et al. 2002; Akey et al. 2004). Note that the expected values of these distributions equals the genome-wide averages of r and θ, although they do not fully take into account the potentially large heterogeneity in recombination and mutation rates across the genome.

The demographic models used for the EA and AA samples are described in Akey et al. (2004). These models are particularly relevant because they were estimated from exhaustive resequencing data of 132 genes in nearly the same set of EA and AA indi-
viduals as was used in the Perlegen study. Specifically, of the 24 EA individuals in the Perlegen study, 23 overlap with SeattleSNPs. Similarly, of the 24 AA individuals used in the Perlegen study, 22 overlap with SeattleSNPs. Akey et al. (2004) performed extensive studies over a broad range of demographic models for each population and found that a bottleneck and exponential expansion was most consistent with the observed EA and AA data, respectively. The bottleneck parameters in the EA sample were nearly identical to those inferred by Reich et al. (2001) based on patterns of linkage disequilibrium. For the CHN sample, we also assumed a bottleneck model using the same parameter values as in the EA sample because the observed distributions of $TD_{\text{gen}}$ were nearly identical in both samples (Fig. 1). In addition, Pluzhnikov et al. (2002) found that Han Chinese populations are consistent with a bottleneck model based on sequence data from 10 noncoding loci.

SNP ascertainment was performed as described above by first simulating $N_T$ chromosomes, where $N_T = 48, 48, \text{ and } 46$ for EA, CHN, and AA samples, respectively. Next SNPs were discovered in $N_T$ randomly selected haplotypes from the $N_T$ chromosome values of $N_T$ considered were $N_T = \{ 2, \ldots, N_T \}$. Complete ascertainment occurs when $N_T = N_T$. Finally, the discovered SNPs were genotyped in the $N_T$ chromosomes and $TD_{\text{gen}}$ was calculated. For each sample and for each $N_T$, this process was repeated $N_{\text{gene}}$ times, where $N_{\text{gene}} = 13,517, 12,963, \text{ and } 14,349$ for the EA, CHN, and AA samples, respectively. Simulation replicates that resulted in less than five discovered SNPs were discarded, as was done with the observed data, and the simulation was repeated. This SNP discovery strategy recapitulates the hierarchical nature of identifying SNPs in a small discovery panel and subsequently genotyping these ascertained markers in a larger sample. Note, however, that it does not take into account the possibility of identifying SNPs in one particular population and genotyping them in additional populations.

Sequencing

Human DNA samples were obtained from the Coriell Institute (Camden, NJ). We analyzed DNA from 24 AAs from the Human Variation Panel, African-American Panel of 50 (HD505A) and DNA from 23 EAs derived from various CEPH pedigrees. Sequencing was performed by standard PCR-based automated sequencing using Applied Biosystem's Big Dye terminator chemistry on an ABI 3100 or ABI 3700 (Applied Biosystems). PCR and sequencing primers were designed with custom PERL scripts by using the program PRIMER3 (Rozen and Skaltsky 2000) and are available upon request.
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