
Modeling the effects of tidal loading on mid-ocean ridge
hydrothermal systems

Timothy J. Crone and William S. D. Wilcock
School of Oceanography, University of Washington, Box 357940, Seattle, Washington 98195-7940, USA
(tjc@ocean.washington.edu)

[1] Tidal signals are observed in numerous time-series measurements obtained from mid-ocean ridge
hydrothermal systems. In some instances these tidal signals are clearly the result of ocean currents, but in
other instances it appears that the signals may originate in the subseafloor formation. In order to explore the
effect of ocean tidal loading on mid-ocean ridge hydrothermal systems, we apply a one-dimensional
analytical model of tidal loading on a poroelastic half-space and develop a two-dimensional numerical
model of tidal loading on a poroelastic convection cell. The one-dimensional models show that for a
reasonable range of fluid, elastic, and hydrological properties, the loading efficiency may vary from near
zero to near unity and the diffusive penetration depth for tidal pressure signals may vary from tens of
meters to kilometers. The two-dimensional models demonstrate that tides may generate significant vertical
and horizontal pressure gradients in mid-ocean ridge hydrothermal systems as a result of spatial variations
in fluid temperatures and the elastic and hydrological properties of the crust. These continuum models
predict that outflow temperature perturbations will be very small (<10�4�C), but in real systems where the
continuum hypothesis does not always apply, the perturbations may be on the order of �0.1�C. The
models predict relatively large perturbations to fluid velocity at the seafloor. For high-temperature vents the
outflow perturbations normalized to the mean flow velocity increase as the permeability decreases. Flow
reversals at the seafloor are predicted in some regions of net low-temperature outflow and net inflow
during the tidal cycle. In the subseafloor, tidally induced flow perturbations are likely to significantly
enhance mixing and fluid exchange below the seafloor in regions of slow flow and in regions where there
are strong gradients in temperature or in the mechanical and hydrological properties of the crust. Tidally
enhanced mixing and fluid exchange may significantly influence the extent and character of microbial
production in the subseafloor.
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1. Introduction

[2] Over the last two decades numerous studies
have documented temporal variability in mid-
ocean ridge hydrothermal systems by measuring
a variety of properties, including temperature,

velocity, heat flux, pressure, and resistivity [e.g.,
Chevaldonné et al., 1991; Converse et al., 1984;
Copley et al., 1999; Fujioka et al., 1997; Hutnak et
al., 1999; Johnson et al., 1994, 2000; Jupp, 2000;
Kadko, 1994; Kinoshita et al., 1996, 1998; Larson
and Lilley, 2002; Little et al., 1988; McDuff and
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Delaney, 1995; Pruis and Johnson, 2004; Sato et
al., 1995; Schultz et al., 1992, 1996; Tivey et al.,
2002]. In many of these studies the measured
signals show modulations at tidal frequencies,
fueling speculation that tidal loading interacts
strongly with the hydrogeological system.

[3] In some instances, the tidally modulated sig-
nals can be attributed to tidally forced bottom
currents. For example, the temperature measure-
ments of Chevaldonné et al. [1991] were collected
with temperature probes placed directly on the
seafloor, and were almost certainly affected by
currents. The temperature measurements of Tivey
et al. [2002] contained spectral power at inertial
frequencies, which strongly suggests an influence
by tidal currents.

[4] In other instances, however, the signals are not
obviously caused by bottom currents. For example,
Pruis and Johnson [2004] obtained flow and
temperature measurements with a device that was
hydrologically sealed to the seafloor, and observed
small variations in both properties that occurred
approximately on tidal timescales. Larson and
Lilley [2002] measured tidal variations in temper-
ature and salinity with a device that was inserted
well into the conduit of several black smokers, and
was probably well-insulated from the effects of
tidal currents. For such studies, there is a reason-
able possibility that the tidally modulated signals
are at least partially related to a subseafloor hydro-
logical response to tidal loading.

[5] An obvious first step toward determining
whether some tidal signals originate from beneath
the seafloor is to generate models that can predict
the effect of tidal loading on the underlying hy-
drothermal system. Such models would allow us to
assess the possible magnitude of seafloor signals
resulting from a subseafloor response to tidal
loading, and thus assess whether past measure-
ments might contain signals generated by those
processes. Additionally, such models might lead to
insights that could guide future field programs.

[6] A model of the hydrological response to tidal
loading must include the effects of poroelasticity.
The theory of poroelasticity describes the time-
dependent response of a fluid-filled elastic porous
medium to changes in stresses, and to pressure
gradient anomalies [Wang, 2000]. In oceanic crust,
changes in the overlying water height lead to both
instantaneous and time-dependent changes in fluid
pressure below the seafloor. An instantaneous
pressure change occurs because a portion of any

incremental change in seafloor load is instanta-
neously supported by the pore fluid pressure, while
the remainder is supported by the frame of the
porous medium. In a one-dimensional system, the
parameter describing this partitioning of stress
between the fluid and the frame is the loading
efficiency. Subsequent to an instantaneous pressure
change, a time-dependent pressure change will
occur as fluid is forced to flow. This component
of the pressure change is dependent upon the
formation’s permeability, the fluid viscosity, and
the storage capacity of the system, which is a
measure of the amount of fluid that must enter or
leave the system to affect a given amount of
pressure change. For periodic loading at the sea-
floor, this process is characterized by a length scale
termed the penetration depth [Wang and Davis,
1996].

[7] In this paper, we use two types of poroelastic
models to explore the hydrological response of
mid-ocean ridge hydrothermal systems to tidal
loading. We use a one-dimensional analytical
model to predict the magnitude and character
of pressure changes below the seafloor. We tie
this model’s input parameters to the seismic
properties of the crust, and use it to predict the
possible range of magnitudes for the instanta-
neous pressure response, and the possible range
of length scales associated with the diffusive
pressure response. From this model we infer that
tidal loading may lead to significant perturbations
in both vertical and horizontal pressure gradients
in the ocean crust. To understand this process
further, we develop a two-dimensional numerical
model of poroelastic convection and use it to
explore the effect of ocean tidal loading on the
pressure, temperature, fluid velocity, and mechan-
ical mixing within the upper part of a hydrother-
mal convection cell containing spatial variations
in the elastic properties and permeability.

2. One-Dimensional Model

2.1. Equation Set

[8] The equation governing the change in pore
pressure within a saturated porous semi-infinite
half-space as a function of time t and depth z,
subject to variable loading, is given by van der
Kamp and Gale [1983], based on the theory of Biot
[1941]:

@2p0

@z2
¼ 1

h
@p0

@t
� g

@sB
@t

� �
; ð1Þ
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where

h ¼ k

mS
: ð2Þ

Wang and Davis [1996] develop a similar equation
for a multiple-layered formation. The quantity p0 is
the change in fluid pressure (i.e., the departure
from some reference pressure). The quantities g

and h are the loading efficiency and the hydraulic
diffusivity, respectively; m is the fluid viscosity, k is
the formation permeability and sB is the ocean tidal
loading function, with compressional stress being
positive. The quantity S is the uniaxial storage
compressibility, defined as

S ¼ 1

K
� 1

Ks

� �
1� 4y

3

� �
þ f

1

Kf

� 1

Ks

� �
; ð3Þ

where K is the drained frame bulk modulus, Ks is
the solid grain (rock) bulk modulus, Kf is the fluid
bulk modulus, and f is the porosity of the medium.
Physically, S describes the amount of fluid that must
be added or removed from an incremental volume
of the porous medium to affect a given amount of
pressure change while holding the material in a
state of zero lateral strain. The dimensionless
variable y is the poroelastic stress coefficient
[Detournay and Cheng, 1993], defined as

y ¼ a 1� 2nð Þ
2 1� nð Þ ; ð4Þ

where n is the drained Poisson’s ratio, and a is the
Biot-Willis parameter:

a ¼ 1� K

Ks

: ð5Þ

The loading efficiency is defined as

g ¼ B 1þ nð Þ
3 1� nð Þ � 2aB 1� 2nð Þ ; ð6Þ

where B is Skempton’s coefficient, defined as

B ¼ a aþ fK
1

Kf

� 1

Ks

� �� ��1

: ð7Þ

[9] The loading efficiency and Skempton’s coeffi-
cient are similar in that they both describe the
change in pore pressure resulting from a change
in externally applied compressive stress, with the
loading efficiency being more applicable to one-
dimensional systems.

[10] Wang and Davis [1996] rewrite equation (1) in
terms of the instantaneous pressure change com-
ponent p0i and the diffusive pressure change com-

ponent p0d, which emphasizes the role g and h play
in characterizing the solution:

@p0d
@t

¼ h
@2p0d
@z2

; ð8Þ

p0i ¼ gsB; ð9Þ

where

p0 ¼ p0i þ p0d : ð10Þ

2.2. Analytical Solution

[11] An analytical solution to equation (1) is
known for single-layer systems [Fang et al.,
1993], and multiple-layer systems [Wang and
Davis, 1996]. If the ocean tidal loading function
takes the form

sB tð Þ ¼ sb cos 2pftð Þ; ð11Þ

then the solution for a single layer can be written::

p0 t; zð Þ ¼ sb 1� gð Þe
�p z

Dz

� �(

� cos 2pft � p
z

Dz

� �� �
þ g cos 2pftð Þ

)
; ð12Þ

where

Dz ¼
ffiffiffiffiffiffi
ph
f

r
: ð13Þ

[12] The first term in equation (12) describes the
diffusive component of the pore pressure change,
which has an amplitude that decreases exponen-
tially with depth and a phase lag relative to the
loading function that increases linearly with depth.
The quantity Dz is the penetration depth. At this
depth the maximum amplitude of the diffusive
component of p0 has decreased to sb(1 � g)e�p.
The second term in equation (12) describes the
instantaneous component of the pore pressure
change, which has an amplitude equal to g times
sb, is independent of depth, and is always in phase
with the loading function.

2.3. Gassmann’s Equation

[13] We use Gassmann’s equation to obtain the
drained parameters K and n from crustal seismic
properties. In its original form, Gassmann’s equa-
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tion relates the undrained bulk modulus of a porous
medium to its drained bulk modulus, constituent
bulk moduli, and porosity [Gassmann, 1951]:

Ku ¼ Ks

K þ Q

Ks þ Q
; ð14Þ

where

Q ¼ Kf Ks � Kð Þ
f Ks � Kf

� � : ð15Þ

By rearranging this equation and applying some
basic relationships between the elastic moduli and
seismic velocities, Murphy et al. [1991] give the
velocity form of Gassmann’s equation:

VP

VS

� �2

¼
1� K

Ks

� �2

G f
Kf
þ 1�f

Ks
� K

K2
s

� �þ K

G
þ 4

3
: ð16Þ

We express the shear modulus G in terms of the
bulk density r and the S wave velocity VS:

G ¼ rV 2
S ; ð17Þ

where

r ¼ rf fþ rs 1� fð Þ; ð18Þ

and solve for K to obtain what we call the velocity-
density form of Gassmann’s equation:

K ¼
rV 2

S
4
3
� VP

VS

� �2
� �

f
Kf
þ 1�fð Þ

Ks

h i
þ 1

rV 2
S

K2
s

4
3
� VP

VS

� �2
� �

� f
Kf
� 1þfð Þ

Ks

h i : ð19Þ

It should be noted that the shear modulus G is the
same for the drained and undrained conditions if
we assume that the medium is isotropic and that the
shear stress makes no contribution to fluid
pressure. In this study we use nu and VP to specify
VS, where

VS ¼ VP

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� 2nu
2� 2nu

r
: ð20Þ

To obtain K for use in our models, we choose a
base temperature and pressure to obtain Kf and rf
from the equation of state. We choose values for
Ks, rs, f, VP, and nu for use in equations (18)–(20),
and obtain n with

n ¼ 3K � 2G

2 3K þ Gð Þ : ð21Þ

The values we use to compute K are found in
Tables 1 and 2.

Table 1. Baseline Input Parameters

Parametera Layer 2A Layer 2B/C

Solid (Rock) Properties
cs, J kg

�1 K�1 1004b 1004b

Ks, GPa 50c 70d

rs, kg m�3 2950e 2950e

Formation Properties
k, m2 10�13 10�14

VP, m s�1 2400f 5500g

nu 0.48h 0.30i

f 0.20j 0.03k

Other Parameters
f, s�1 1/45 	 10�3l 1/45 	 10�3l

g, m s�2 9.8 9.8
p, Pa 22 	 106 22 	 106

T, �C 0 0
ls, W m�1 K�1 2e 2e

sb, Pa 104m 104m

a
See Notation section for symbol descriptions.

b
Touloukian et al. [1981].

c
Christensen and Salisbury [1972].

d
Pros et al. [1962].

e
Turcotte and Schubert [1982].

f
Carlson [1998].
g
Vera et al. [1990].

h
Christeson et al. [1994].

i
Shaw [1994].
j
Luyendyk [1984].
k
Becker [1985].

l
Tidal loading frequency corresponds to a 12.5-hour tidal period.
m
Tidal loading amplitude corresponds to a �1 m tide.

Table 2. Baseline Derived Parameters

Parametera Layer 2A Layer 2B/C

Fluid Propertiesb

cf, J kg
�1 K�1 3962 3962

Kf, GPa 2.07 2.07
m, Pa s 1.79 	 10�3 1.79 	 10�3

rf, kg m�3 1043 1043

Other Derived Parameters
VS, m s�1 471 2940
r, kg m�3 2569 2893
G, GPa 0.57 25.0
K, GPa 7.4 49.5
Ku, GPa 14.0 54.2
l, GPa 7.06 32.8
n 0.46 0.28
a 0.85 0.29
y 0.059 0.089
B 0.55 0.30
S, Pa�1 1.98 	 10�10 1.93 	 10�11

S�, Pa
�1 1.10 	 10�10 1.83 	 10�11

g 0.52 0.18
h, m2 s�1 0.28 0.29
Dz, m 199 202

a
See Notation section for symbol descriptions.

b
Computed from the equations of state described in the text.
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2.4. Input Parameters

[14] The input and derived parameters used in this
study are listed in Tables 1 and 2, respectively. For
the formation seismic properties and porosity we
use typical values reported in the literature for
younger sections of oceanic crustal layers 2A and
2B/C. In some of our results we explore a range of
seismic properties. For the rock properties of layer
2A we use values reported for unfractured basalt.
For the rock properties of layer 2B/C, we use
values reported for diabase when available, other-
wise we use values for basalt. We use an equation
of state [Holzbecher, 1998] for pure water to
determine the viscosity of the pore fluid as a
function of temperature. We use a combination of
two equations of state [Anderko and Pitzer, 1993;
Pitzer et al., 1984] for 3.2 wt% NaCl-H2O solution
to determine the density and bulk modulus of
the pore fluid as a function of temperature and
pressure.

[15] The permeability of oceanic crust can vary by
many orders of magnitude, and is strongly aniso-
tropic, heterogeneous, and scale-dependent [Fisher,
1998]. Furthermore, there are no direct measure-
ments of permeability in zero-age crust. Hydro-
thermal convection models have been used to
infer permeabilities indirectly, and typically yield
values in the range 10�13 m2 to 10�12 m2 [e.g.,

Cherkaoui et al., 1997; Lowell and Germanovich,
1994; Wilcock and McNabb, 1996; Wilcock and
Fisher, 2004]. However, these estimates are depth-
integrated values that average the permeability
down to the base of the hydrothermal system.
The permeability of layer 2A is likely to be much
higher; off-axis studies suggest that layer 2A per-
meabilities may be as high as 10�9 m2 at large
length scales [Davis et al., 2000]. Within sedi-
mented sections of the mid-ocean ridge, the per-
meability can be very low, with 10�17 m2 being a
typical value [e.g., Fisher et al., 1994]. Because
permeabilities are so poorly constrained, we ex-
plore a large range, from 10�17 m2 to 10�9 m2.

2.5. One-Dimensional Results

[16] Figure 1 shows solutions to the velocity-den-
sity form of Gassmann’s equation (19) for typical
layer 2A and 2B/C properties. The drained frame
bulk modulus K is strongly influenced by P wave
velocity VP, and increases with increasing VP. K is
more weakly influenced by S wave velocity VS,
and decreases with increasing VS. In layer 2B/C, K
is a stronger function of VP than in layer 2A, as a
result of the lower porosity in the lower layer.

[17] Gassmann’s equation suggests that in layer
2A, where P wave velocities are low and Poisson’s
ratio is high, K is likely to be on the same order as

Figure 1. Solution of the velocity-density form of Gassmann’s equation (19) for (a) typical layer 2A properties and
(b) typical layer 2B/C properties (Tables 1 and 2). Solid contours depict the drained frame bulk modulus K in GPa;
dashed contours depict the undrained Poisson’s ratio nu. The solution in both panels is bounded at the top of the
domain by nu = 0.18 and at the bottom of the domain by nu = 0.48. The solution is bounded on the right by the grain
bulk modulus: 50 GPa in Figure 1a and 70 GPa in Figure 1b, since the drained frame bulk modulus cannot exceed
this value. The solution is bounded on the left by the thick curve, corresponding to n = 0. Shaded regions within each
panel correspond to typically measured seismic properties for each seismic layer. The solid black circles in each panel
show the values of K used in the two-dimensional models discussed later in this paper. At lower porosities the P wave
velocity becomes less dependent upon the drained frame bulk modulus. Also, it is interesting to note that Gassmann’s
equation predicts a minimum and maximum P wave velocity for a given porosity, Poisson’s ratio, fluid and frame
bulk modulus, and bulk density.
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Kf for cold seawater, and range from about 0–
5 GPa. This inference is consistent with the find-
ings of Davis et al. [2000], who used borehole
measurements to infer a drained bulk modulus of
3 GPa for layer 2A at two sites approximately
25 and 35 km from the spreading axis of the Juan
de Fuca Ridge. In layer 2B/C, where P wave
velocities are higher and Poisson’s ratio is lower,
K is likely to be on the same order as Ks, and range
from about 50–70 GPa.

[18] Figure 2 shows solutions to the loading effi-
ciency equation (6) for typical layer 2A and 2B/C
properties and a range of fluid temperatures. Above
50�C, increases in temperature result in lowered
loading efficiencies as a result of decreased fluid
bulk modulus. Though it cannot be seen in this
figure, the bulk modulus of seawater increases over
the range 0–50�C, which drives the loading effi-
ciency up slightly over this temperature range. In
layer 2A (Figure 2a), where the drained frame bulk
modulus is on the same order as the fluid bulk
modulus, the loading efficiency can vary from near
zero to near unity. Cold fluid within a compliant
frame leads to the highest loading efficiencies,
while hot fluid within a stiff frame leads to the
lowest loading efficiencies. In layer 2B/C
(Figure 2b) there is a similar dependence of loading
efficiency upon fluid temperature, but because K is

higher, the highest loading efficiencies are about
0.5.

[19] Figure 3 shows the penetration depth of dif-
fusive pore pressure changes as a function of
permeability and pore fluid temperature for a
12.5-hour tide and typical layer 2A and 2B/C
properties. The permeability is the primary control
on penetration, with penetration depths increasing
as the square root of the permeability. This result is
easily predicted from the form of equation (13).
The mechanical properties of the formation frame
exert a secondary control, with the increased bulk
modulus and decreased porosity in layer 2B/C
(Figure 3b) serving to increase the penetration
depth compared to layer 2A (Figure 3a). This
occurs because the storage capacity of the forma-
tion decreases with increasing stiffness and de-
creasing porosity, and thus less fluid must diffuse
to affect a given pressure change. The mechanical
and transport properties of the fluid also exert a
secondary control on the penetration depth. The
fluid viscosity decreases with increasing tempera-
ture, leading to an increase in penetration depth
with fluid temperature. The fluid’s bulk modulus
decreases with temperature, leading to an increase
in storage capacity and a decrease in penetration
depth with fluid temperature. These two competing
effects lead to a penetration depth maximum

Figure 2. Solution of the loading efficiency equation (6) as a function of P wave velocity for (a) typical layer 2A
properties and (b) typical layer 2B/C properties (Tables 1 and 2). Solid contours show the loading efficiency g for six
different interstitial fluid temperatures. The dashed curve shows the drained Poisson’s ratio predicted by Gassmann’s
equation (19). The top axis shows the drained frame bulk modulus K (note that this scale is nonlinear). The curves are
truncated on the left when the predicted drained Poisson’s ratio falls below zero. In Figure 2b the curves are truncated
on the right when the drained frame bulk modulus required to support higher P wave velocities becomes larger than
the grain bulk modulus; this condition leads to nonphysical (negative) loading efficiencies. Loading efficiencies near
mid-ocean ridge hydrothermal upflow zones may range from nearly zero to nearly unity as a result of highly variable
fluid temperatures and elastic properties.
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near 240 and 200�C for layer 2A and 2B/C,
respectively.

[20] The results from these one-dimensional mod-
els suggest that relatively strong pressure gradients
might be generated locally within mid-ocean ridge
hydrothermal systems as a result of spatially vary-
ing fluid temperature, and spatially varying me-
chanical and hydrological properties of the
formation. To gain a more quantitative insight into
this possibility, we develop a two-dimensional
finite-volume model of poroelastic convection.
With this model we explore the effects of hetero-
geneity within the crust that arises from spatially
varying fluid temperature, seismic properties, and
permeability. We also explore some of the differ-
ences between these two-dimensional models and
the one-dimensional theory.

3. Two-Dimensional Models

3.1. Equation Set

[21] The equations governing poroelasticity in two
dimensions for the case of plane strain are derived
in detail by Wang [2000]. Here we present a
slightly modified form which allows for nonuni-
form elastic properties. There are four equations
accounting for four dependent variables: horizontal
displacement in the x direction u, vertical displace-
ment in the z direction w, pore pressure p, and

temperature T. The two mechanical equilibrium
equations which account for displacement are

@

@x
l

@u

@x
þ @w

@z

� �
þ 2G

@u

@x

� �� �

þ @

@z
G

@w

@x
þ @u

@z

� �� �
¼ @

@x
a p� p0ð Þ½

�
; ð22Þ

and

@

@z
l

@u

@x
þ @w

@z

� �
þ 2G

@w

@z

� �� �
þ @

@x
G

@w

@x
þ @u

@z

� �� �

¼ @

@z
a p� p0ð Þ½ �; ð23Þ

where l is the drained Lamé parameter, p is the in
situ pore pressure and p0 is a reference pressure
corresponding to zero strain. The fluid diffusion
equation which accounts for pressure change is

S�
@p

@t
þ #� q ¼ �a

@

@t

@u

@x
þ @w

@z

� �
; ð24Þ

where S� is the constrained storage compressibility
given by

S� ¼
a2

Ku � K
; ð25Þ

and q is the Darcy velocity given by

q ¼ � k

m

#

p� rf g
� �

: ð26Þ

Figure 3. Contours of diffusive penetration depth Dz for a semidiurnal tide as a function of pore fluid temperature
and permeability for (a) typical layer 2A properties and (b) typical layer 2B/C properties (Tables 1 and 2). The
penetration depth is controlled primarily by the formation permeability. Fluid temperature exerts a secondary effect,
with penetration depths reaching a maximum near 240�C and 200�C in Figures 3a and 3b, respectively, due to the
competing effects of the fluid viscosity and fluid bulk modulus (see text). For a given permeability the penetration
depth in layer 2B/C is predicted to be larger primarily because the increased drained frame bulk modulus leads to a
lower storage capacity.
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Bold-faced characters indicate vector quantities.
Physically, S� describes the amount of fluid that
must be added or removed from an incremental
volume of the porous medium to affect a given
amount of pressure change while holding the
volume of the material constant. The equation for
heat transport in a porous medium [Turcotte and
Schubert, 1982] which accounts for temperature
change is

1� fð Þrscs þ frf cf
�� � @T

@t
þ rf cf
� �

q � #

T � ls

#2T
� �

¼ 0;

ð27Þ

where cs is the grain specific heat capacity, rs is the
grain density, cf is the fluid specific heat capacity, rf
is the fluid density, and ls is the thermal
conductivity of the fluid-solid mixture.

3.2. Numerical Solution

[22] We have developed a finite-volume code to
obtain numerical solutions to equations (22)–(27)
under a variety of conditions. We use a control
volume approach [Patankar, 1980] for all spatial
derivatives except those in the advective term of
the heat equation, for which we use an upwind
scheme. For these equations, this approach leads
naturally to a staggered-grid system in which
temperature and pressure are solved at control
volume centers, and the Darcy velocity and dis-
placements are solved at control volume faces. The
staggered-grid, which is commonly used in numer-
ical treatments of heat transfer and fluid flow
[Patankar, 1980], eliminates the possibility of
‘‘checkerboard’’ instabilities that can arise when
all quantities are solved at the same locations.

[23] We integrate equations (24) and (27) in time
using a single-step implicit formulation. We esti-
mate the strain-rate term in equation (24) using an
explicit Euler formula in conjunction with the
solution of equations (22) and (23) at the beginning
and end of each time step. We then iterate over
each time step to solve equations (24) and (27)
simultaneously using a damped predictor-corrector
scheme. The amount of damping applied to the
displacements during the predictor-corrector loop
is a function of the degree to which the mechanical
equilibrium equations are coupled to the fluid
diffusion equation. Stiffer frames reduce coupling,
and damping can be accordingly reduced. We
found empirically that a damping coefficient of
(1 � gmax), where gmax is the maximum loading
efficiency within the domain, provides optimal

damping for rapid convergence. Benchmarks for
our code are presented in Appendix A.

3.3. Models

[24] In order to illustrate the poroelastic response
of the upper portion of a hydrothermal system to
tidal loading and the effects of varying the elastic
properties and the permeability, we present the
results of seven models. Figure 4 shows the geom-
etry and boundary conditions for these models. For
each model, we solved equations (22)–(27) in a
600-m-deep by 1000-m-wide domain that repre-
sents a vertical cross section of the uppermost
oceanic crust (i.e., seismic layer 2A) near a hydro-
thermal upflow zone. The shaded region is the
nominal upflow zone which in some models is
assigned a different permeability or P wave veloc-
ity than the surrounding formation. We refer to the
area outside the upflow zone as the recharge zone.
The numerical grid is a 75 	 125 array of 8-m-
square finite-volume cells. Our second poroelastic
benchmark (Table A2) suggests that this grid
spacing is sufficient for permeabilities down to
�10�14 m2. The boundary conditions are the same
for each model. The side boundaries are axes of
symmetry; they are closed to fluid and heat flow,
have zero displacements in the x direction, and
sustain no shear stresses. The top boundary is open
to fluid at seafloor pressures (mean pressure of
22 MPa), with a sinusoidal semidiurnal pressure
variation of amplitude 10 kPa. The top boundary is
closed to conductive heat transfer, but heat can
cross the boundary by advection. Shear stress is
zero on the top boundary. Hot hydrothermal fluid is
forced into the model domain with a cold hydro-
static pressure gradient along a 120-m section of
the bottom boundary adjacent to the left-hand side
boundary. The rest of the bottom boundary is
closed to heat and fluid flow. The inset graphs of
Figure 4 show the temperature of fluid forced into
the model, and the corresponding pressure gradient
driving flow. The maximum fluid inflow tempera-
ture is 375�C. The entire bottom boundary has zero
displacements in the z direction, and sustains no
shear stresses.

[25] We have confirmed by conducting solutions
with models of different dimensions that the con-
ditions applied to the right and bottom boundaries
have little effect on the solutions in the areas of
interest for the solutions we present. The zero
conductive heat flux condition on the top and
bottom boundaries is a simplification that leads to
near zero background temperatures in most of the
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recharge zone, although it is not unreasonable to
assume that the geothermal gradient is negligible in
the upper 600 m of young oceanic crust in regions
of significant downwelling.

[26] Table 3 lists the permeability and P wave
velocity in the upflow and recharge zones for
Models 1–7. Model 1 is the baseline model and
has a uniform permeability (10�13 m2) and P wave
velocity (2400 m s�1). We have chosen this per-
meability such that the diffusive component of
pressure perturbations will not interact significantly
with the impermeable bottom boundary. All other
fluid-independent values take on the layer 2A
values in Tables 1 and 2. The temperature and
pressure dependent fluid properties are computed
using the equation of state described previously.
Model 2 has a lower P wave velocity throughout
(2000 m s�1), making it more compliant, and
Model 3 has a higher P wave velocity throughout
(3000 m s�1), making it more stiff. The elastic
properties corresponding to these P wave velocities
are shown in Table 4. Model 4 has a lower P wave
velocity in the upflow zone (2000 m s�1), and

Model 5 has a higher P wave velocity in the upflow
zone (3000 m s�1). Model 6 has a higher perme-
ability (10�12 m2) in the upflow zone, and Model 7
has a lower permeability (10�14 m2) in the upflow
zone.

[27] To obtain a solution, each of these models was
first allowed to come to steady state with the
pressure at the top of the domain fixed at 22 MPa.
This steady state solution provided the reference
pressure p0, corresponding to the zero-strain con-

Figure 4. Geometry and boundary conditions for the models presented in this paper. We model a cross section of
the crust near a hydrothermal upflow zone from the seafloor to 600 m depth and out to 1000 m from the center of the
upflow zone. The upper boundary is open to fluid flow, as is a small section of the bottom boundary where fluid
enters the upflow zone. The other boundaries are closed to fluid flow. All boundaries are closed to conductive heat
transport, but heat is transported through open boundaries via advection. The inset graphs show the pressure gradient
and temperature boundary conditions on the 120-m open section of the bottom boundary. Pressure gradients are cold
hydrostatic along this section of the bottom boundary. Displacements are zero on the side and bottom boundaries.
Shear stress is zero on all boundaries. We solve the poroelastic convection equations on a 125 	 75 grid, with each
grid cell measuring 8 m 	 8 m. A sample of the grid resolution is shown in the bottom right-hand corner of the
domain. We run models with uniform formation properties, and models with varying permeability and P wave
velocity in the upflow zone (Table 3). We also run models in which we simulate a fault zone away from the upflow
zone, and we extend the model to incorporate seismic layer 2B/C.

Table 3. Two-Dimensional Models

Model

Upflow Zone Recharge Zone

k, m2 VP, m s�1 k, m2 VP, m s�1

1 10�13 2400 10�13 2400
2 10�13 2000 10�13 2000
3 10�13 3000 10�13 3000
4 10�13 2000 10�13 2400
5 10�13 3000 10�13 2400
6 10�12 2400 10�13 2400
7 10�14 2400 10�13 2400
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dition. Subsequently the periodic tidal loading
function was activated, and the model was allowed
to complete several tidal cycles in order to let
transient signals associated with the initial condi-
tions diminish.

3.4. Two-Dimensional Results and
Discussion

[28] Figure 5 shows the steady state flow and
temperature solution for Model 1. Shaded contours
indicate the temperature field, which ranges from
about 0–375�C. Arrows indicate the Darcy veloc-
ity field on a logarithmic scale. The hot fluid that is
forced in through the open section on the bottom
boundary rises through the model domain and exits
at the seafloor. This upwelling fluid conductively
warms adjacent fluid, driving secondary convec-
tion in the remainder of the model domain. Slightly
more fluid exits the top boundary than enters the
bottom and this is balanced by slow downwelling
in the recharge zone.

3.4.1. Predicted Pressure Perturbations

[29] The time-varying pressure condition on the
top boundary causes poroelastic pressure fluctua-
tions within the model domain. Figure 6 shows

these pressure fluctuations over the course of a
single semidiurnal tidal cycle for Model 1. The
shaded contours in each panel depict the pressure
perturbation at ten times during the 12.5-hour
cycle. The tidal stage for each panel is indicated
by the red dot on the curve to the upper left of each
panel. The panels are spaced 75 min apart in time.

[30] The diffusive component of p0 dominates in
the upper part of the model. On a rising tide
(Figure 6b), a positive pressure perturbation dif-
fuses into the model domain. On a falling tide
(Figure 6h), a negative pressure perturbation dif-
fuses into the domain. Near the seafloor the diffu-
sive pressure signal is nearly in phase with the tide,
but at greater depths (e.g., at z� 100m in Figures 6a
and 6f) it clearly lags the tide. As predicted by the
one-dimensional model (Figure 3) these diffusive
pressure perturbations diffuse deepest at x � 100 m
where the temperatures have intermediate values.

[31] The instantaneous component of p0 dominates
in the lower part of each model. At high tide
(Figure 6c), pressures in the lower part of the
domain reach a maximum in response to increased
compressive stress at the seafloor. At low tide
(Figure 6h), these pressures reach a minimum. In
general p0 is higher in the recharge zone where
fluid is cold and relatively incompressible. In the
recharge zone p0 is essentially in phase with the
tidal loading function, and its value is approxi-
mately equal to gsB, as the one-dimensional theory
predicts. For Model 1, the loading efficiency in the
recharge zone is about 0.5; thus the amplitude of p0

is about half the amplitude of the tidal loading

Table 4. Fluid-Independent Elastic Properties

VP, m s�1 l, GPa G, GPa K, GPa a

2000 1.03 0.40 1.3 0.97
3000 17.5 0.89 18.1 0.64

Figure 5. Time-averaged temperature and Darcy velocity field for the baseline Model 1. Shaded contours depict the
temperature field; white arrows depict the flow field on a logarithmic scale.
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function. Near the upflow zone, where horizontal
gradients in the fluid compressibility exist, g does
not accurately predict the pressure perturbation
amplitude. This is because horizontal variations
in g lead to pressure gradients that drive flow. At
high tide, fluid is forced from higher loading
efficiency regions into the upflow zone, raising

pressures deep within the model in the upflow
zone, and lowering pressures in the adjacent
region (e.g., at z � 300 m in Figure 6e). This fluid
flow is what ultimately produces the low pressure
region adjacent to the upflow zone deep within
the model when the tidal height is near zero
(Figure 6f).

Figure 6. Time-series panels of the pressure perturbation p0 over one semidiurnal tidal cycle for Model 1. Shaded
contours depict the pressure perturbation within the model as a result of tidal loading, with red and blue colors
indicating positive and negative perturbations, respectively. The phase of the tidal loading function is shown by the
red dot on the curve in the top left corner of each panel. The time after the start of the tidal cycle (in minutes) is
indicated for each panel. The diffusive component of the pressure perturbation dominates in the upper part of the
model domain, while the instantaneous component of the pressure perturbation dominates in the lower part of the
model domain.
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[32] When stiffness and permeability are altered, a
slightly different picture emerges. Figure 7 shows
the pressure perturbation field for Models 1–7 at a
time just after high tide (t = 225 min). For
reference, Model 1 is shown in Figure 7a, wherein
the p0 field is identical to Figure 6d. In Model 2
(Figure 7b), the P wave velocity is reduced to
2000 m s�1, which raises the loading efficiency
in the cold part of the model to �0.8 (compared to
�0.5 for Model 1). Consequently the pressure
perturbations are higher at high tide. In the hottest

part of this model, the loading efficiency is �0.2
(compared to �0.05 for Model 1), but the maxi-
mum pressure perturbation in this region is nearly
0.5 times the loading pressure as a result of fluid
flow and pressure diffusion from the surrounding
high loading efficiency region. In Model 3
(Figure 7c), the P wave velocity is increased to
3000 m s�1, which lowers the loading efficiency in
the cold part of the model to �0.3. Consequently
the pressure perturbations are lower at high tide. In
the hottest part of this model, the loading efficiency

Figure 7. Pressure perturbation p0 as a function of depth below the seafloor and distance from the upflow zone
center for Models 1–7 (Table 3) just after high tide (t = 225 min). Figure 7a shows the same solution as Figure 6d.
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is �0.01, but pressure diffusion from the recharge
zone raises p0 to �0.06 times the loading pressure.
The diffusive component of p0 in Models 2 and 3 is
similar to Model 1.

[33] In Model 4 (Figure 7d), the P wave velocity is
reduced to 2000 m s�1 in the upflow zone. This
increases the one-dimensional loading efficiency to
�0.2 in the hottest part of the upflow zone and to
�0.8 in cooler parts of the upflow zone. The
loading efficiency in the recharge zone remains at
�0.5. The region of very high loading efficiency in
the cooler parts of the upflow zone is very narrow,
and pressure diffusion prevents the realization of
large p0 amplitudes in this part of the upflow zone.
In Model 5 (Figure 7e), the P wave velocity is
increased to 3000 m s�1 in the upflow zone.
Because loading efficiencies in the upflow zone
are already very low in Model 1, increasing the
formation stiffness in this part of the model has
little effect on p0. The diffusive component of p0

and the deep pressure response to tidal loading are
also similar to Model 1.

[34] In Model 6 (Figure 7f), the permeability of the
upflow zone is increased by a factor of 10, to a
value of 10�12 m2. This increases the diffusive
length scale in this part of the model by a factor offfiffiffiffiffi
10

p
, causing the diffusive component of p0 to

penetrate deeper into the model. The permeability
increase in the upflow zone also allows pressure to
diffuse more easily into the upflow zone from the

surrounding high loading efficiency formation,
effectively widening the low p0 region deep in the
upflow zone. In Model 7 (Figure 7g), the perme-
ability of the upflow zone is reduced by a factor of
10, to a value of 10�14 m2. This reduces the
penetration depth of the diffusive component of
p0 in this region. The permeability decrease in the
upflow zone also reduces the ease with which
pressure can diffuse from higher loading efficiency
regions into the upflow zone, effectively narrowing
the low p0 region deep in the upflow zone. The p0

field deep within Model 7 most closely resembles
the predictions of the one-dimensional theory.

3.4.2. Predicted Seafloor Observations
of Darcy Velocity

[35] We now consider the effect of these pressure
perturbations on the Darcy velocity at the seafloor.
Figure 8 shows the time-averaged mean Darcy
velocity at the seafloor, which is effectively iden-
tical to the steady state Darcy velocity, and the
envelope representing perturbations to this flow
caused by tidal forcing for Model 1. The results
for the other models are similar. The region of
mean outflow extends to x � 135 m with a
maximum Darcy velocity of �5 	 10�6 m s�1 at
x = 0 m. Throughout most of this region the tidal
perturbations are less than 10% of the outflow
velocity. Near the transition from outflow to in-
flow, where the time-averaged velocities are low,
there is a small region extending from x � 130 m to

Figure 8. Time-averaged mean Darcy velocity (solid line) and Darcy velocity range (shaded area) at the top of the
model domain over a 12.5-hour tidal cycle for Model 1. Inset graphs show these data on expanded y axis scales.
Where Darcy velocity reversals occur, the velocity range is shaded with a darker color. In the region where outflow is
separated from inflow (near x � 130), and where outflow is slowest (x > �500 m), flow reversals are predicted at the
seafloor.
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145 m where flow reversals occur during the tidal
cycle. By our definition a flow reversal occurs
(both at the seafloor and below it) when the Darcy
velocity component in the direction of mean flow
changes sign during the tidal cycle. At the top of
the recharge zone the inflow velocities are relative-
ly low everywhere, and have a maximum value of
�2 	 10�8 m s�1. The tidal perturbations to the
mean velocities are significant throughout this
region and are sufficient to cause flow reversals
at x > �500 m.

[36] The relative amplitudes of the tidal perturba-
tions to seafloor outflow and inflow are strongly
sensitive to the permeability. Figure 9 shows the
relative perturbations in the fastest outflow at x = 0
for models with the same parameters as Model 1
except that we consider a range of permeabilities.
The perturbations decrease with increasing perme-
ability from 42% at k = 3.2 	 10�15 m2 to 1.5% at
k = 10�12 m2. We stress here that the background
Darcy velocity decreases with decreasing perme-
ability faster than the velocity perturbations, so the
perturbations increase only in a relative sense.

[37] Figure 10 shows the Darcy velocity phase lag
relative to the tidal loading function as a function
of position on the seafloor for Models 1–7. For

boundary sections where fluid flows out of the
domain during any part of the tidal cycle, the phase
lag describes the relationship between the time of
fastest outflow and the time of high tide. For
boundary sections where fluid always flows into
the domain, the phase lag describes the relationship
between the time of slowest inflow and the time of
high tide. In the recharge zone, the Darcy velocity
lags the tide by about 135�, as is predicted by the
one dimensional modeling of Jupp and Schultz
[2004]. Near the upflow zone, horizontal gradients
in the loading efficiency drive horizontal pressure
diffusion near the seafloor, and lead to phase lags

Figure 9. Darcy outflow velocity perturbations rela-
tive to the mean Darcy velocity in the highest-
temperature fluids for a range of permeabilities.
Perturbations in percent are calculated by dividing the
range of velocity during a tidal cycle by the mean
velocity during the cycle and multiplying by 100. The
relative Darcy velocity decreases with increasing
permeability.

Figure 10. Darcy velocity phase lag relative to the
tidal loading along the top boundary for (a) Models 1–
3, (b) Models 4–5, and (c) Models 6–7. For locations
where fluid flows out of the domain during some or all
of the tidal cycle, the lag is the phase of maximum
outflow relative to high tide. For locations where fluid
always flows into the domain, the lag describes the
phase of minimum inflow relative to the high tide.
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which diverge from the one-dimensional predic-
tions. In Model 1, the temperature gradient in the
upflow zone leads to a gradient in the loading
efficiency that drives fluid into the hottest part of
the upflow zone at high tide. Fluid flowing into the
hottest part of the upflow zone decreases the
velocity phase lag at the seafloor. Fluid flowing
out of the adjacent region increases the phase lag at
x � 120 m. Models 2–5 show similar phase lag
perturbations, but the effect is amplified in Models
2 and 4 because both models are more compliant in
the upflow zone, making the loading efficiency a
stronger function of temperature (Figure 2), and
increasing the loading efficiency gradient. In Mod-
els 6 and 7, the differences in permeability between
the upflow and recharge zones also influence the
phase lag. In Model 6 the permeability is higher in
the upflow zone, and as a consequence the pene-
tration depth is greater. Near high tide this leads to
pressure gradients that drive flow out of the upflow
zone. As a consequence the phase lags decrease in
regions adjacent to the upflow zone. The opposite
occurs for Model 7.

[38] These results have significant implications for
field measurements at mid-ocean ridge hydrother-
mal systems because they suggest that velocity
measurements at or just below the seafloor may
provide significant constraints on the underlying
structure of mid-ocean ridge hydrothermal systems.
Since the predicted relative amplitude of the per-
turbations decreases with increasing permeability,
the tidal perturbations may be largest in regions of
low permeability and weak outflow. However,
since the permeability structure surrounding black
smokers may violate the continuum hypothesis that
underlies our models, we cannot exclude the pos-
sibility that significant variations in tidal velocity
might be observed in vigorous vents with high
permeability.

[39] Historically velocity measurements at the sea-
floor have been very difficult and most measure-
ments have large uncertainties. There are relatively
few time-series measurements of outflow, but some
studies have reported evidence for tidal perturba-
tions of 2–10% of the mean flow velocity in
diffuse systems venting at 10–40�C [e.g., Jupp,
2000; Pruis and Johnson, 2004; Schultz et al.,
1996]. The amplitude of these perturbations are
compatible with our models and are consistent with
our inference that the largest relative velocity
perturbations may be observed in weaker flows.
However, higher-quality time series measurements
are required before flow observations can be inter-

preted more extensively with the predictions of
poroelastic models.

[40] Flow reversals at the seafloor would also have
significant implications for biological communities
inhabiting diffuse flow regions where seawater and
hydrothermal fluid mix [Huber et al., 2003]. Such
flow reversals will bring seawater that contains
electron acceptors (e.g., O2, SO4

2�, NO3
�) into the

shallow crust during part of the tidal cycle, and
hydrothermal fluid to the same crustal volumes
during the rest of the tidal cycle. It is plausible that
subseafloor organisms have developed specific
adaptations for this, or that communities of organ-
isms work together to exploit the periodic delivery
of hydrothermal energy sources and seawater elec-
tron acceptors. Delaney et al. [1998] hypothesize
that microbes bloom on eruptive timescales with
the onset of vigorous fluid flow following a mag-
matic eruption. Similarly, organisms in the shallow
crust may undergo periodic production on tidal
timescales with the alternating flow of oxidizing
and reduced fluids.

3.4.3. Predicted Seafloor Observations
of Temperature

[41] We can also use ourmodels to predict the tidally
induced variations in venting temperatures in
regions of outflow. In our models, such fluctuations
result because the isotherms are advected horizon-
tally by tidally induced flow. The largest temperature
fluctuations are observed at the boundary of the
upflow zone where the temperature gradients are
large. However, even in these regions the largest
perturbations in our models are only �10�4�C.
Figure 11 shows one example for Model 6.

[42] Such small temperature changes would be
difficult to detect on the seafloor. Indeed they are
less than the adiabatic temperature change that
would be created by a 1-m tide (�10�2�C for
350�C vent fluids). However, our continuum mod-
els may substantially under-predict the temperature
change that would be observed in a real system. In
equation (27), we make the assumption that all of
the wall rock is in complete thermal equilibrium
with the fluid. For a fractured medium it is possible
that only a small fraction of the rock will remain in
thermal equilibrium with the fluid on tidal time-
scales. For example, in a system of planar cracks
with a permeability of 10�13 m2 and crack widths
of 0.5 mm, the cracks would be separated by
�100 m. The conductive length scale for periodic
heating on a semi-infinite half-space [Turcotte and
Schubert, 1982] is

ffiffiffiffiffiffiffiffiffiffi
kt=p

p
where k is the thermal
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diffusivity of the wall rock. For basalt, k is about
6.8 	 10�7 m2 s�1, and with a time t of 12.5 hours,
the conductive length scale takes on a value of
�10 cm. Thus only about 0.2% of the rock will be
in thermal equilibrium with the fluid when the fluid
temperature is maximally perturbed and the tem-
perature perturbation would be amplified by a
factor of �500 relative to our model. For a per-
meability model described by uniformly spaced
tubular cracks with the same permeability and tube
diameters of 3 mm, the tubes would be separated
by about 4 m and the conductive length scale
would be slightly smaller. In this situation only
about 0.1% of the wall rock will be in thermal
equilibrium with the fluid, and the temperature
perturbations predicted by our model could be
amplified to �0.1�C.

[43] Tidal variations in previously collected tem-
perature measurements in both high temperature
and diffuse flow [e.g., Jupp, 2000; Larson and
Lilley, 2002; Pruis and Johnson, 2004; Schultz et
al., 1992, 1996] range from about 0.1�C to 4�C.
These values overlap with, but are generally
slightly larger than, the maximum temperature
perturbations we predict from our continuum
models by considering the fraction of wall rock
that remains in thermal equilibrium with the fluid
on tidal timescales. Thus it seems likely that
some of these measurements are affected by
processes that are not included in our model.

[44] It is possible to envision pathological cases for
a cracked medium in which a change in the
direction of horizontal pressure gradients during
the tidal cycle would lead to a substantial change in
the temperature of fluid in a particular crack. This
process is illustrated in Figure 12. In this hypo-
thetical situation, warm fluid flows to the seafloor
in one crack, and hotter fluid flows to the seafloor
in an adjacent crack. The two cracks are connected
near the seafloor by a horizontal crack. When the
tidally induced horizontal pressure gradient drives
flow to the left, the temperature of the hot fluid in
the left-hand crack would be reduced as cooler
fluid flows in from the right. The temperature in
the right-hand crack would be unaffected during
this phase of the tide. When the horizontal pressure
gradient drives fluid in the opposite direction, the
temperature of the warm fluid in the right-hand
crack would be increased as hotter fluid flows in
from the left. The temperature in the left-hand
crack would be unaffected during this phase of
the tide.

3.4.4. Enhanced Dispersion and
Fluid Exchange

[45] In a paper discussing off-axis marine hydro-
thermal systems, Davis et al. [2000] suggest that
flow perturbations driven by tides may play a role
in stimulating microbiological activity below the
seafloor through enhanced mixing by hydrodynam-
ic dispersion. This process may have significant
implications for the productivity of subseafloor
microbial communities because the chemolithotro-
phic organisms are dependent upon the chemical
disequilibrium that results when hot hydrothermal

Figure 12. Schematic diagram showing a situation in
which tidally induced reversals in the horizontal
pressure gradient could result in large temperature
perturbations at the seafloor. (a) Crack arrangement;
(b) hypothetical time series of the horizontal pressure
gradient in the horizontal channel; (c) the temperature
measured at T1; and (d) the temperature at T2.

Figure 11. Temperature perturbation time series
referenced to the mean temperature of 299�C over one
tidal cycle from the top grid-cell row at x = 40 m for
Model 6. Perturbations were calculated by integrating
the product of the horizontal Darcy velocity and the
horizontal temperature gradient with respect to time.
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fluids mix with colder seawater [McCollom and
Shock, 1997].

[46] Mechanical dispersion is the predominant
mechanism for the redistribution of chemical trac-
ers in a mid-ocean ridge hydrothermal system
[Bear, 1972]. It arises because, on the pore scale,
fluid parcels moving within a porous medium do
not all have the same velocity as the average flow.
The material that makes up the porous medium
forces fluid parcels to deviate from the mean flow
velocity, as the fluid must flow around particles
within the medium. Those parcels of fluid carry
any tracers they have with them, resulting in the
redistribution of the tracers within the bulk fluid.
Mixing occurs when, on the smallest scales, this
process brings different water masses in close
proximity to one another, and molecular diffusion
enables them to exchange their tracers. The dis-
persivity, a property of the medium controlled by
the geometry of the pore space, describes, on
average, how pore-scale velocity deviations will
redistribute tracer particles for a given average
velocity field. Although it is a complex process,
the amount of dispersion and dispersive mixing in
a given medium is, to a first approximation,
dependent on the total distance traveled by a fluid
parcel. Tidal forces will enhance dispersive mixing
in mid-ocean ridge hydrothermal systems if they
increase the distance fluid parcels travel as they
traverse the system.

[47] Another possible mechanism for the tidal
stimulation of microbiological productivity within
mid-ocean ridge hydrothermal systems is enhanced
pore-scale fluid exchange. In general, tidal varia-
tions in the direction of pressure gradients will
cause fluids to flow through different pathways
within the porous medium during different tidal
phases. This may bring periodic fluid flow to pore
space that would be relatively stagnant in the
absence of tides. This process could potentially
increase the amount of substrate that is exposed to
disequilibrium chemical conditions, and thus may
have significant implications for subseafloor
microbes, especially those hypothesized to inhabit
biofilms [Pysz et al., 2004].

[48] Like mechanical dispersion, this process is
also complex, and the extent of its effect requires
detailed knowledge of the geometry of the porous
medium. We assume that enhanced fluid exchange
can also be approximated by the increased distance
traveled by fluid parcels within the porous medium.
This is a good assumption except where increases in
flow distance are caused by flow reversals rather
than flow deflections.

[49] To explore the possible extent of tidally
enhanced mechanical dispersion and fluid ex-
change, we compute the increase in fluid path
length due to tidal forcing as a function of
position within the model domain. Figure 13a
shows the percentage increase in fluid path length

Figure 13. (a) Shaded contours of path length increase on a logarithmic scale, and (b and c) two representative fluid
path lines over 10 tidal cycles for Model 1. Path length increase is the percent increase in the length of path line
segments due to tidal forcing, such that a 100% increase represents a doubling of the path line segment length. The
inset figures show examples of path line segments in two regions where path length increase is significant: (b) in the
slow flow near the seafloor on the right-hand side of the model domain and (c) in the zone separating upflow from
downflow. The numbers next to the insets show their scaling relative to the main figure. Note that in Figure 13b the x
axis is more exaggerated than the z axis to better show the flow reversals.
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for Model 1. Throughout most of the model
domain, tidal loading leads to negligible changes
in path length. Near the seafloor, both the flow
and the tidal pressure gradients are near vertical,
and wherever the flow speed is relatively fast,
the oscillatory pressure gradients are sufficient to
change the flow speed but are insufficient to
reverse the flow and increase path length. On
the right-hand side of the model, where the flow
speeds are relatively slow, tidal pressure gra-
dients are sufficient to reverse the flow and
significantly increase path length. Figure 13b
shows a representative fluid path line segment
that has been tidally altered in this way. Oscil-
latory pressure gradients near the seafloor also
lead to significant path length increase within the
narrow region separating upflow from downflow
at about x = 140 m, where fluid flow is
horizontal. Figure 13c shows a representative
fluid path line segment that has been tidally
altered in this way.

[50] In real systems both the permeability and the
elastic properties of the medium are likely to be
strongly heterogeneous over a range of scales.
One can envision the upper crust as a network of
highly permeable and weak cracks or cracked
zones separated by strong and relatively imper-
meable regions. There will also be changes in the
elastic and hydrological properties at boundaries
separating geological units. As discussed by Wang
et al. [1999], when the seafloor is subjected to
tidal loading, these heterogeneities will lead to
pressure gradients that drive flow within the
oceanic crust.

[51] Although a continuum formulation is not
well suited to model the full effects of such
heterogeneities, we consider two simple models
to explore the potential effects of heterogeneity
within mid-ocean ridge hydrothermal systems.
The first model is similar to Model 1, except that
a vertical fault zone with an elevated permeability
of 10�12 m2 and a reduced P wave velocity of
2000 m s�1 extends from the seafloor to the
bottom of the domain between x = 400 m and
x = 520 m. In the second model we expand the
domain to cover a 3000 m 	 1800 m region and
include a boundary between layer 2A and 2B/C at
z = 600 m. The properties of each layer are taken
from Tables 1 and 2, except that we assume
permeabilities of 10�12 m2 and 10�14 m2 for
layers 2A and 2B/C, respectively. The permeabil-
ity in layer 2A is higher than in Model 1 because
we are no longer constrained by the desire to keep

the penetration depth less than the thickness of
layer 2A.

[52] Figure 14 summarizes the results for the fault
zone model. The fault zone significantly modifies
the time-averaged patterns of downflow (Figure 14a)
with sub-vertical flow in the fault zone and sub-
horizontal flow to either side. Both the loading
efficiency and the penetration depth are substantially
higher in the fault zone, leading to large horizontal
pressure gradients in this region (Figure 14b). In
comparison to Model 1 (Figure 13a), the pres-
ence of a fault zone substantially increases the
area in which path length increase is significant
(Figure 14c). The path length is increased in
regions on either side of the fault zone because
a significant component of the tidal pressure
gradients are perpendicular to the mean flow.
The presence of the fault zone substantially
decreases mean downflow velocities on the
right-hand side of the model leading to an
expanded region in which the tidal velocity
perturbations significantly increase the path length
due to vertical flow reversals.

[53] Figure 15 summarizes the results for the two-
layer model. The width of the upflow zone
narrows from �400 m in layer 2B/C to �50 m
in layer 2A due to the higher permeability of
layer 2A (Figure 15a). Secondary convection
velocities are also much higher in layer 2A.
Significant pressure gradients are generated near
the two-layer boundary because there is a large
decrease in loading efficiency as one moves from
layer 2A to 2B/C (Figure 15b) [Wang and Davis,
1996]. The path length increase plot (Figure 15c)
is dominated by a large region of large path
length increase on the right-hand side that extends
from the seafloor to the layer boundary at z =
600 m. The higher layer 2A permeability in this
model allows higher diffusive pressure gradients
to penetrate to the base of the layer leading to a
large region of oscillatory flow. In layer 2B/C
near the two-layer boundary there is a small
region of significant path length increase near
the transition from upflow to downflow. However
in layer 2A the region of potentially significant
path length increase at the boundary of upflow
and downflow is poorly resolved because the
upflow zone is only two grid cells wide.

[54] Tidal forces are likely to significantly en-
hance mechanical dispersion and fluid exchange
in large portions of the crust near mid-ocean ridge
hydrothermal systems. Specifically, wherever
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flow is relatively slow near the seafloor, flow
reversals can increase dispersive mixing within
the crust. Also, wherever horizontal flow exists
near the seafloor or near a horizontal geological
boundary that generates vertical pressure gradient
perturbations (such as the boundary between
layer 2A and 2B/C), tidal forces may enhance
mechanical dispersion and fluid exchange. In-
creased permeability in layer 2A may expand

the region where flow reversals lead to signifi-
cant mixing. Furthermore, fault zones may gen-
erate horizontal pressure gradient perturbations
within vertical flow that also lead to mechanical
mixing and enhanced fluid exchange. In fact, any
heterogeneity in the fluid properties, or the
elastic or hydrological properties of the crust will
generally tend to enhance mechanical mixing and
fluid exchange. And because heterogeneities are

Figure 14. (a) Time-averaged temperature and Darcy velocity field for the fault zone model, plotted using the same
conventions as for Figure 5. (b) Pressure perturbation p0 for the fault zone model at time t = 225 min, plotted using the
same conventions as for Figure 7. (c) Shaded contours of path length increase for the fault zone model, plotted using
the same conventions as for Figure 13.
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ubiquitous in real mid-ocean ridge hydrothermal
systems, tidally enhanced mixing and fluid ex-
change may be widespread.

4. Conclusion

[55] In this paper, we have explored a one-dimen-
sional analytical model of tidal loading on a
poroelastic half-space and a two-dimensional

finite-volume model of tidal loading on a poro-
elastic hydrothermal convection cell in order to
explore the effects of ocean tides on mid-ocean
ridge hydrothermal systems. The principal conclu-
sions of this study are as follows:

[56] 1. The one-dimensional models show that for
a reasonable range of elastic, hydrological and
fluid properties, the loading efficiency in young
oceanic crust may vary from near zero to near unity

Figure 15. (a) Time-averaged temperature and Darcy velocity field for the two-layer model, plotted using the same
conventions as for Figure 5. (b) Pressure perturbation p0 for the two-layer model at time t = 225 min, plotted using the
same conventions as for Figure 7. (c) Shaded contours of path length increase for the two-layer model, plotted using
the same conventions as for Figure 13.
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and the diffusive penetration depth may vary
from tens of meters to kilometers. The two-
dimensional models demonstrate that tides may
generate significant vertical and horizontal pres-
sure gradients in mid-ocean ridge hydrothermal
systems as a result of spatial variations in fluid
temperatures and the elastic and hydrological
properties of the crust.

[57] 2. The models suggest that the perturbations
in the venting temperature of mid-ocean ridge
hydrothermal systems induced by tidal loading
are likely to be no more than �0.1�C and may
be much smaller. In many cases, such tempera-
ture perturbations would be below detection
levels.

[58] 3. On the other hand, the models predict that
the fluid velocities at the seafloor may vary
substantially with tides. For high-temperature
vents the fluctuations in outflow velocity normal-
ized to the mean value increase as the perme-
ability decreases. The velocities in some regions
of net low-temperature outflow and net inflow
may reverse during the tidal cycle. Such flow
reversals may play an important role in mediat-
ing biological production just below the seafloor.
Also, because flow velocities are predicted to be
sensitive to tidal loading, we suggest that new
efforts be made to collect high-quality time series
measurements of hydrothermal flow in mid-ocean
ridge settings.

[59] 4. In the subseafloor, tidally induced velocity
perturbations are likely to significantly enhance
dispersive mixing and fluid exchange below the
seafloor in regions of slow flow and in regions
where there are strong gradients in temperature
or in the mechanical and hydrological properties
of the crust. This process may significantly
enhance microbial production in the subseafloor.
Models with realistic heterogeneity and explicit
cracks will be required to further investigate the
physics of this process, and could be combined
with thermodynamic models of fluid chemistry to

predict the effect of tides on subseafloor micro-
biological communities.

Appendix A: Numerical Benchmarks

[60] There are no published solutions available to
benchmark our entire code, so we evaluated the
accuracy of the porous convection and poroelastic
components separately. To evaluate the porous
convection component, we configured our model
so solutions could be compared to previously
published solutions for steady convection in a
porous layer heated from the side. We computed
pressure and temperature solutions on a 50 	 50
square grid, with all boundaries closed to flow, the
top and bottom boundaries adiabatic, and the side
boundaries isothermal. We used layer 2A model
parameters except for the permeability which was
adjusted to give the desired Rayleigh number,
defined as

Ra ¼
kaf r2f gcf hDT

mls

; ðA1Þ

where af is the coefficient of fluid thermal
expansion, DT is the temperature difference across
the model domain and h is the height of the
model domain. For models with three different
Rayleigh numbers, our numerical solutions fall
within the range of previously published values
(Table A1).

[61] To evaluate the poroelastic component of our
code, we first compared isothermal solutions to the
one-dimensional analytical solution of Wang and
Davis [1996]. We set the top boundary open to fluid
flow and the model domain depth to approximately
three times the predicted penetration depth to pre-
vent the diffusive component of the pressure change
from interacting with the impermeable bottom
boundary (the analytical solutions are for an infinite
half-space). To obtain an initial condition for this
test we use an iterative method to compute a
hydrostatic pressure condition that converges to

Table A1. Convection Benchmarks

Rayleigh
Number

Nusselt Number

This Paper
Cherkaoui
et al. [1997]

Ni and Beckermann
[1991]

Shiralkar
et al. [1983]

Walker and
Homsy [1978]

100 3.108 3.102 3.103 3.115 3.097
500 8.805 8.880 8.892 8.944 8.66
1000 13.02 13.27 13.42 13.534 12.96
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zero flow. We then allow the model to complete
20 semidiurnal tidal cycles to let the effects of
this initial condition diminish before comparing
to the analytical solution. Figure A1 shows the
results for a typical comparison. Figure A1a
shows the maximum pressure perturbation over
one tidal cycle as a function of depth below the
seafloor for both the analytical and numerical
solutions. At all depths the difference between
the models is less than 20 Pa for a 104 Pa
tidal loading amplitude (i.e., less than 0.2%).
Figure A1b shows the phase lag of the pressure
perturbation relative to the tidal loading function
as a function of depth below the seafloor for
both the analytical and numerical solutions. At
all depths the difference between the models is
less than 0.25�, which for a 12.5-hour tidal
cycle is �30 s.

[62] As a second check on the poroelastic com-
ponent, we compared our numerical solutions to
the analytical results of Jupp and Schultz [2004].
The configuration was similar to that used in the
one-dimensional benchmark described above.
The results of these comparisons are shown in
Table A2. The work of Jupp and Schultz
[2004] provides predictions of the Darcy velocity
phase lag relative to the tidal loading function
for fluid exiting a hydrothermal system. Under
one set of conditions, designated ‘‘Regime 1’’ by

Jupp and Schultz [2004], the penetration depth is
much greater than the depth of an impermeable
boundary, and exit fluid velocities are predicted
to lag the tidal loading function by 90�. We
assigned a large permeability to our model
(10�8 m2) to simulate this regime, and obtained
a similar result. Under another set of conditions,
designated ‘‘Regime 2’’, the penetration depth is
much less than the depth of an impermeable
boundary, and velocities are predicted to lag the
tide by 135�. We assigned smaller permeabilities
to our model to simulate this regime and for
permeabilities down to about 10�15 m2, we

Figure A1. (a) Pressure results and (b) phase lag results of a one-dimensional isothermal benchmark for the
poroelastic response to a 1-m-amplitude 12.5-hour tide assuming layer 2A properties (Tables 1 and 2). (a) Maximum
pressure perturbation over one 12.5-hour tidal cycle pmax

0 as a function of depth below the seafloor for the analytical
(dotted line) and numerical (solid line) models, and the difference between the two models (dashed line). For a tidal
loading function amplitude of 104 Pa, the difference between the models is less than 20 Pa at all depths, and at many
depths the difference is significantly less. (b) Phase lag of the pressure perturbation relative to the 12.5-hour tidal
loading function qp0 as a function of depth below the seafloor for the analytical (dotted line) and numerical (solid line)
models, and the difference between the two models (dashed line). At all depths the disagreement between the two
models is less than 0.25�, which corresponds to a time of less than 30 s.

Table A2. Comparison to Jupp and Schultz [2004]

k, m2 d, m

Numerical Analytical

qq, � qq, �

Regime 1
10�8 8 91.27 90

Regime 2
10�12 8 135.80 135
10�13 8 135.80 135
10�14 8 137.85 135
10�15 8 154.59 135
10�15 4 141.18 135
10�15 1 135.87 135
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obtained similar results provided that the grid
spacing was sufficiently small.

Notation

B Skempton’s coefficient.

cf fluid specific heat capacity (J kg�1 K�1).

cs rock specific heat capacity (J kg�1 K�1).

d grid cell dimension (m).

Dz diffusive penetration depth (m).

f tidal forcing frequency (s�1).

g gravitational acceleration (m s�2).

G shear modulus (GPa).

h total height of model domain (m).

k permeability (m2).

K drained frame bulk modulus (GPa).

Kf fluid bulk modulus (GPa).

Ks rock bulk modulus (GPa).

Ku undrained frame bulk modulus (GPa).

l total width of model domain (m).

nx number of grid cells in the x direction.

nz number of grid cells in the z direction.

p in situ fluid pressure (Pa).

p0 reference pressure (Pa).

p0 fluid pressure change (Pa).

p0i instantaneous pressure change (Pa).

p0d diffusive pressure change (Pa).

p0max max. fluid pressure change per cycle (Pa).

q Darcy velocity (m s�1).

Q parameter used in Gassmann’s equation (GPa).

Ra Rayleigh number.

S uniaxial storage compressibility (Pa�1).

S� constrained storage compressibility (Pa�1).

t time (s).

T temperature (�C).
u displacement in the x direction (m).

VP P wave velocity (m s�1)

VS S wave velocity (m s�1)

w displacement in the z direction (m).

x horizontal coordinate (m).

z vertical coordinate (m).

a Biot-Willis parameter

af fluid thermal expansion coefficient (K�1).

g loading efficiency.

gmax maximum loading efficiency.

h hydraulic diffusivity (m2 s�1).

qp0 pressure change phase lag (�).
qq Darcy velocity phase lag (�).
k rock thermal diffusivity (m2 s�1).

l drained Lamé parameter (GPa).

ls bulk thermal conductivity (W m�1 K�1).

m fluid viscosity (Pa s).

n drained Poisson’s ratio.

nu undrained Poisson’s ratio.

r bulk density (kg m�3).

rf fluid density (kg m�3).

rs rock density (kg m�3).

sB tidal loading function (Pa).

sb tidal loading function amplitude (Pa).

f porosity.

y poroelastic stress coefficient.
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