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1  Introduction

One of the main motivations for countries to form currency unions (CUs) are trade benefits realized through lowered transaction costs.
 A sizeable empirical CU literature has set out to quantify their trade effect and generally finds it to be big – maybe too big. The estimates in Rose’s (2000) classic study, which jumpstarted the literature, imply that a common CU more than triples bilateral trade. Subsequently, numerous papers attempted to shrink the Rose effect, mostly with mixed success. Studies using large global datasets like ours generally still find CU trade increases of around 100% as illustrated by Rose and Stanley’s (2005) review.

From a theoretical standpoint, a certain impact of CU membership on trade volumes seems justified. The “new, new trade theory” around Melitz (2003) argues that heterogeneity in firms’ productivities lead just the most productive companies to enter export markets if doing so involves fixed costs. Based on this framework, Baldwin and Taglioni (2004) construct a model in which the transaction cost reductions of a CU cause smaller and less productive firms to enter the export market.
 As most firms are small, they argue that the effects of exchange rate stabilization are likely highly non-linear, so that a CU effect emerges, even if exchange rate volatility is controlled for in the empirical strategy.
 However, Bernard and Jensen (2004) in their empirical analysis of the U.S. manufacturing sector find that higher trade activity was mostly driven by existing exporters.
 

Quantitative analysis can provide us with further insight as to the relevance of these theories. This paper provides new estimates for the CU effect that avoid the major pitfalls and biases inherent in the previous literature. We estimate a version of the gravity equation of international trade deeply rooted in the theoretical derivation of Anderson and van Wincoop (2003). Their study calls attention to the large bias that omitted price terms may induce in the CU coefficient. In addition, we comprehensively control for the heterogeneity in trade relationships. As first pointed out by Hummels and Levinsohn (1995), unobserved bilateral factors are significant drivers of trade flows. Neglecting them typically leads to an upwards bias in the Rose effect because CUs are mostly formed between “natural” trading partners. As price terms and natural trading partner effects have not been simultaneously controlled for in the literature, we provide the first set of theory-based and reliable estimates of the Rose effect in a global study of CUs. We report estimates for the average CU impact prominently featured in the literature as well as those for individual CU arrangements. Furthermore, we allow for separate trade impacts of currency boards (CB) and preferential trade agreements (PTAs).
 A large literature on PTAs illustrates their distinct trade impacts (see Eicher, Henn and Papageorgiou, 2007, and references therein). The insertion of an exhaustive set of PTAs is yielded to prevent omitted variable bias from contaminating the CU impact. The bias induced by omitted PTAs may be substantial and can lead to drastically flawed inference; see Henn and Eicher (2007).
Our methodological innovations lead to considerably reduced estimates of the average Rose effect. It remains statistically and economically significant, however, at an implied trade increase of 45%. The result emerges despite additional exchange rate volatility controls and is robust to a series of variations. In addition, our analysis reveals that the traditional average Rose effect is an ill-guided measure for a nation’s decision to join a CU. We find that dollarization does not yield gains, while accession to the Euro or the African CFA franc spurs trade considerably. On the other hand, our last multilateral CU – between the countries in the Eastern Caribbean – does not affect trade volatility.
The remainder of the paper is organized as follows. Our dataset is presented in Section 2. In Section 3, we set out our theory-based estimation framework, which incorporates controls for price terms into CU estimation and discuss the results. In Section 4, we additionally include bilateral fixed effects into the estimation framework and present the corresponding results. Following the tradition in the CU literature, we present extensive robustness analysis in Section 5. Section 6 concludes.
2  Data
The dependent variable in our study is (the natural log of) bilateral imports at five year intervals from 1950 to 2000. It is taken from the dataset of Subramanian and Wei (2007).
 They in turn drew the imports data from the IMF’s Direction of Trade Statistics and deflated by it the U.S. consumer price index. There are 76,081 observations in 16,941 bilateral trade relationships among 177 countries, which are listed in Appendix Table A1.

It is worth noting that the majority of earlier CU studies employed the average of imports and exports as the dependent variable, supposedly to reduce measurement error (e.g. Rose, 2000; Rose and van Wincoop, 2001; Glick and Rose, 2002). The more recent literature, however, has moved towards using unidirectional trade data. Its main advantages are that it is more closely aligned with theory and also allows the researcher to properly control for unobserved relative prices in the estimation (more on this below).
 Finally, it avoids incorrect trade flow averaging; a common feature of most early studies, which leads to substantial upward bias in average trade for country pairs with unbalanced flows of exports and imports, as Balwin and Taglioni (2006) illustrate.
We add data on bilateral exchange rate (FX) volatility, which we calculate from the exchange rates recorded in the IMF’s International Financial Statistics.
 For all regressions including FX volatility, data availability reduces our usable dataset to 66,619 observations in 15,833 pairs starting in 1960.
The definition of our CU dummy follows the one of Glick and Rose (2002) and is updated to reflect the introduction of the Euro. We follow the standard in the literature of treating CU accessions and exits symmetrically. Appendix Tables A2-A4 summarize the membership in CUs, CBs and PTAs used in constructing the relevant dummy variables. These will be further discussed in the next section along with our control variables for geographical, cultural and historical ties.
3.1 Empirical Framework for the Incorporation of Multilateral Resistance into Gravity Equation Estimation
In our analysis we employ the gravity model of international trade. Starting with Rose’s (2000) seminal paper, the gravity model has dominated the literature on CUs’ trade impacts – or the Rose effect, as it is also commonly called. The gravity model generally fits trade data extraordinarily well and can be derived from a wide array of theoretical models.
 Most of these theoretical models explicitly point to the importance of relative prices in the determination of bilateral trade flows, cf., Anderson (1979), Bergstrand (1985), Deardorff (1998), Baier and Bergstrand (2001) and Eaton and Kortum (2002). However, it was not until Anderson and van Wincoop (2003) that empirical researchers became dramatically aware of the severe consequences that the omission of relative prices may bear. Specifically, Anderson and van Wincoop solved McCallum’s (1995) border puzzle, by showing that it was the missing controls for price terms that led to McCallum to fourfold overestimate the implied trade cost of the US-Canada border. Despite the potentially large bias that the price terms may induce, they have hardly been properly accounted for in the estimation of CUs’ trade impacts.

The basic intuition behind multilateral resistance is that it is the relative price that crucially determines how much a nation imports from or exports to another given country. If a nation’s (unobserved) import price index declines, it will shift expenditure away from still relatively expensive exporters towards the now relatively cheaper ones (likewise for exporters). Thus, it is not only the bilateral trade barrier that explains import (export) decisions, but also the overall – or multilateral – import (export) price index faced. Anderson and van Wincoop therefore call these price indices “multilateral resistance”. If multilateral resistance terms are not controlled for, we can be completely sure that all our estimates on variables influencing bilateral trade cost (e.g. a CU) will be biased.
 Luckily, as any nation faces only one overall import and export price index at any point in time, multilateral resistance can be easily controlled for by the inclusion of time-varying fixed effects for importers (
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 As Feenstra (2002) underlines, this technique proves especially convenient in large datasets like ours for which the relevant price indices are unavailable for most countries.
 
The first of our innovations of this paper is to estimate the CU effect in a large dataset, while consistently accounting for multilateral resistance. To that end, our first estimation equation is 

[image: image3.wmf]1234

567

891011

log()

mxtmtxtmxtmxtmxtmxt

mxtmxmx

mxmxmxmxmxt

ImportsCUCBFXvolaPTA

CurColonyEverColonyComColonizer

ComLangComNatBorderDist

adlbbbb

bbb

bbbbe

=++++++

+++

+++++


   (1)
where m, x and t subscripts denote importer, exporter and time, respectively. Note that this baseline regression lacks country-year specific regressors which are commonly observed in canonical gravity equations (e.g., importer and exporter GDP). Here the impacts of these variables are accounted for by the fixed effects.

With the exception of the natural log of bilateral distance (Distmx) and exchange rate volatility (FXvolamxt), all explanatory variables are 0-1 dummies. CUmxt is the dummy for a common currency union; its coefficient β1 depicts the Rose effect, our primary focus. CBmxt indicates if in a bilateral trade pair one country maintains a currency board (CB) regime involving the other nation’s currency. Similarly, PTAmxt takes the value of one if the both partners are members in a joint preferential trade agreement (PTA). The remaining dummies are intended to control for non-policy related (“natural”) inclinations of nations to engage in mutual trade: currently or ever persisting colonial relationships (CurColonymxt and EverColonymx, respectively), common colonizer post-1945 (ComColonizermx), shared official languages (ComLangmx) as well as territorial dependencies and contingencies (ComNatmx and Bordermx, respectively).
3.2 Extending the General Framework to Include Specific CU, CB and PTA Effects

A second innovation of this paper is to allow for distinct trade effects of individual CUs, CBs and PTAs in our theory-based framework. To this end, the relevant vectors in equation (1) are partitioned accordingly and turned into matrices. Consequently, β1-β3 are converted to coefficient vectors indicating trade impacts of membership in the individual arrangements.
Real world CUs are formed between radically dissimilar country groupings and therefore exert substantially different trade impacts (as we will show). It is also reasonable to expect different effects between multilateral CUs and unilateral CUs. Latter emerge by small (spoke) countries adopting the currency of a large (hub) country. We will therefore often refer to them as hub-spoke arrangements. The distinction between different CUs is crucial to judge the policy implications of unilateral dollarization versus the multilateral formation of e.g. the Eurozone. We allow for separate effect of the three present multilateral CUs: the African CFA franc (CUcfamxt), the Eastern Caribbean Dollar (CUcaribmxt) and the Euro (CUeuromxt). Likewise, our hub-spoke arrangements are divided threefold by anchor currency into U.S. Dollar (CUusdmxt), British Pound (CUgbpmxt) and other currencies (CUothermxt). The dummy for other hub-spoke arrangements includes those CUs that are “extinct” or feature few observations. In constructing the dummies for the hub-spoke arrangements, we rely on a strict CU definition, which does not consider trade flows between spokes as intra-CU (see e.g. Rose, 2000; Subramanian and Wei, 2007). Trade activity between the generally small spoke countries tends to be low and may be considerably affected by idiosyncratic shocks to single firms or shipments and therefore may induce noise into the estimation. Our robustness analysis illustrates that a broader CU definition yields virtually identical results. This coding essentially mirrors the one of the Currency Board dummies.

In most of our regressions, we also split the CBs into arrangements pegging to the US Dollar (CBusdmxt) or the D-Mark/Euro (CBeuromxt). While it is not too common in the CU literature to include CB dummies, we do so throughout our baseline regressions in order to provide as much information as possible, on the one hand, and steer clear of potential omitted variable bias, on the other. Our robustness analysis in Section 5 reveals that this does not affect our CU coefficients.


Likewise, we have two important reasons to deviate from the present CU literature and include individual effects for PTAs. First and foremost, constraining all PTAs to the same trade impact can induce substantial omitted variable bias in other coefficients, as prominently shown for WTO effects by Eicher and Henn (2007). Furthermore, there is a substantial empirical literature which points to distinct trade effects of PTAs (see e.g. Frankel, 1997; Soloaga and Winters, 2001; Carrere, 2006; Eicher, Henn and Papageorgiou, 2007). Second, in some cases the membership in CUs and PTAs is closely congruent, e.g. for the Eurozone and the European Union, on the one hand, and for the Caribbean Dollar CU and the Caribbean Community (CARICOM), on the other. In these cases, the relevant CU and PTA coefficients in some cases need to be considered jointly to make sense of the estimation results and sensibly gauge how the member countries’ trade flows are affected. In our analysis, we will extend the set of PTAs in a stepwise manner from the one considered as part of a catch-all dummy by most CU studies to the comprehensive set of Eicher and Henn (2007). A list of the PTAs considered and their membership can be found in Appendix Tables A3 and A4.

3.3 The Rose Effect under Multilateral Resistance
Table 1 presents our baseline results for the estimation of the Rose effect with multilateral resistance controls. Regression 1 is an analogue to Rose’s (2000) benchmark regression; the only difference is that our specification closely follows gravity theory by inserting the multilateral resistance terms and utilizing unidirectional trade flows (as opposed to average trade).
 While Rose (2000) will always remain a seminal paper, as it was the first to estimate the CU impact, our Regression 1 illustrates that neglecting the multilateral resistance terms leads to serious bias. At 0.65, our CU coefficient is roughly half of the 1.21 reported by Rose (2000). If the coefficients are converted to percentage trade increases, the difference becomes even more drastic. Our estimation implies that CU members trade 91% (=exp(0.65)-1) more with each other while Rose’s coefficient amounts to more than a tripling of trade or 235% increase (=exp(1.21)-1).
Multilateral resistance yields Rose’s (2000) overestimate little surprising from an econometric standpoint: if a CU decreases bilateral trade costs, it also decreases overall trade costs or multilateral resistance. As countries mostly form CUs with their neighbors or other nations with which they “naturally” trade a lot, the decrease in multilateral resistance will generally be pronounced (although less than the decrease in bilateral trade costs). This makes for a strong positive correlation between the bilateral and multilateral trade cost reductions implied by the formation of a CU. If trade cost reductions cause increases in trade volumes, then this positive correlation will make for an upward bias in the CU coefficient. Our results show that this bias is substantial.
Before our study, Rose and van Wincoop (2001) already introduced controls for price terms into CU estimation. However, they make “a mistaken correction for the mistake [of Rose (2000)]”, as Baldwin (2005) puts it in his survey. Instead of time-varying importer/exporter effects, they include only time-invariant country effects. To the extent that a country’s export and import price indices move together, this sweeps out most of the cross section correlation between bilateral and multilateral trade costs. If, however, countries’ trade costs vary over time, the time series correlation between the terms is left in the error term and still positively biases the Rose effect. Of course, trade costs likely vary somewhat over time. It is thus not surprising that their benchmark estimate of 0.86 (or +136%) settles right between ours and the one of Rose (2000). In summary, our first regression illustrates the importance of completely sweeping out multilateral resistance terms to judge trade implications of CUs, and more generally, any international institutions.

We now move on to our estimation of the trade impacts of individual CUs, which are presented in Regressions 2-5 accompanied by controls for different sets of PTAs. Splitting up the catch-all CU dummy into the separate arrangements improves the fit considerably throughout. Both the relevant F-Statistics and significance of several individual CU estimates provide convincing evidence. The magnitudes of the Rose effects are quite heterogeneous for the separate CUs. On the whole, they are however robustly estimated across the regressions, reinforcing the need to allow for individual CU effects. 
Our results from equation (1) imply the following: Internal trade in the African CFA franc zone is 180-224% higher than trade with outsiders.
 The hub-spoke arrangements in our CUothermxt dummy are also estimated to have significantly increased trade by 170-199%. As they are mainly extinct, our estimation implies that the dissolution of these CUs led to considerably lower trade among former members. The same is true for CUs involving the British Pound, the distinction being that here the effect is insignificant and small at 1-11%. Unilateral dollarization has an insignificant trade impact on the order of 36-42%. Policymakers debating to adopt the U.S. Dollar as their national currency should therefore be wary of judging the resulting trade effects based on the aggregate Rose effects commonly reported in the literature.
The Rose effects of our remaining two currency unions fluctuate considerably as we amplify the set of PTAs under consideration. Eicher and Henn (2007) showed that individual PTAs have substantial but disparate trade impacts; the omission of an exhaustive set can therefore easily lead to spurious CU effects. Our results on the East Caribbean CU make for an illustrative example. Regression 2 includes only the catch-all PTA dummy, which is commonly used in the CU literature, e.g. by Rose and coauthors. Splitting it up into individual trade agreements in Regression 3 causes the Rose-effect for the East Caribbean to drop to a third of its initial value and lose significance. The reason for this change is that we now allow the Caribbean Community (CARICOM) trade agreement to exert its own – large and significant – trade effect. As membership in CARICOM and the Eastern Caribbean CU is closely congruent,
 we before mistakenly identified the impact of the trade agreement as a local Rose effect.
A first analysis of the Euro effect shows in the reverse storyline. An apparently negative EU effect (Regressions 3-5) erroneously got reflected in the Euro dummy in Regression 2. Consequently, the Euro’s trade impact switches from significantly negative to positive in Regression 3. However, in this specification an important European PTA is still omitted. The formation of the European Economic Area (EEA) in 1994 extended the EU’s Common Market to most members of the European Free Trade Agreement (EFTA) and deepened European trade integration. Regressions 4 and 5 show that it was this deeper PTA-based integration rather than the Euro that influenced trade flows in a setup that only controls for multilateral resistance.
However, a very counterintuitive result remains: The EU is estimated to destroy trade. In practice, the EU not only instituted the removal of border controls among members, but also in harmonization of the entire spectrum of public policy. The resulting reduction in transaction costs should have augmented trade volumes. Researchers have stumbled across this curiously negative EU impact in a gravity equation context before (see e.g., Aitken 1973; Pollak, 1996; Rose, 2004).
 Pollak (1996) points out that it has been well-known since the original Linnemann (1966) gravity specification that the equation systematically over-predicts trade among geographically proximate countries and under-predicts trade between distant country pairs. The time-varying importer and exporter effects in equation (1) hardly remedy the problem, as the gravity equation’s flaw relates to country pairs. Therefore in any standard gravity specification, Europe-specific variables will tend to pick up the negative residuals that emerge from European countries’ under-trading given their proximity. Now, as the EU variable is the one that most closely resembles a Europe dummy, it turns highly negative in all our regressions in Table 1. Inherently, we are missing unobservable variables that would help the gravity equation to predict intra-European trade correctly.
In other words, the Rose-effects in our gravity equation (1) are seriously prone to bias, if there are omitted variables that influence trade flows between CU members (and those of EMU in particular).
 As we already included not only the usual gravity controls, but also allowed for individual PTA effects, most remaining omitted variables are likely truly unobservable or not readily quantifiable. Personal relationships between business leaders and the quality of transit connections come to mind. Fortunately, we can relatively easily control for the lion’s share of this unobserved heterogeneity by adding a third set of fixed effects, which is country pair specific. This constitutes our third innovation, which will be discussed shortly and provide us with truly reliable CU estimates.
Before moving on, we briefly mention that in the present setup neither FX volatility nor currency board arrangements are estimated to significantly influence trade. Yet, the magnitude of the estimates for U.S. Dollar based currency boards is consistently higher at 23-45% than that of their D-Mark/Euro based counterparts at 10-12%. Our fragile findings on a negative trade effect of FX volatility are comparable to those in the recent empirical literature (see e.g. Clark et al., 2004). Bacchetta and van Wincoop’s (2000) general equilibrium analysis theoretically justifies ambiguity in the relationship between exchange rate volatility and trade volumes.

To close this section and due to the literature’s great interest in the overall Rose effect, Regression 6 reports a variant of our (up to now) favorite specification 5 that only allows for the aggregate CUmxt  dummy. At 0.83 and implying a 129% trade increase, the overall CU impact is now sizably higher than in our initial Regression 1, because the disaggregated PTAs reduce omitted variable bias. Most notably and as discussed above, the introduction of an EU dummy had increased the Euro effect (compare Regressions 2 and 5). This higher Euro effect is mirrored in the overall Rose estimate in moderated fashion.
4.1 Accounting for Unobserved Heterogeneity in Bilateral Trade Relationships
So far, we have illustrated that incorporation of multilateral resistance and thereby the estimation of a truly theory-based gravity equation is a tremendous advance. However, even for readers not too familiar with the CU literature the counterintuitive results for the EU’s trade impact should raise suspicions. In fact, it has been recognized that omitted variables are a serious problem in gravity equation estimation. Early studies attempted to remedy this by including ever more proxies for trade costs. By the time of Oguledo and MacPhee’s (1994) early survey already 49 explantory variables had been used, resulting in gravity estimation being characterized by considerable model uncertainty as portrayed by Ghosh and Yamarik (2004) and Eicher et al. (2007). However, many factors affecting trade flows are hard or impossible to quantify and will likely stay unobserved, e.g. bilateral political relationships, cultural affinity, similar institutional and civil frameworks or transit connections among many others. A recent strand of the CU literature has therefore moved to including bilateral fixed effects in the estimation, most prominently Glick and Rose (2002), but also Pakko and Wall (2001) and Klein and Shambaugh (2006). By limiting ourselves to exploiting solely within variation, we can reliably quantify the trade impact of CU accession without contamination of unobservables that determine trade flows in CU pairs. In fact, in his survey, Baldwin (2005) recommends any other estimates to be ignored for policy purposes. Therefore, we replace the constant term α in our theory-based gravity equation (1) by a pair-specific one, αmx. This yields
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All time-invariant pair specific variables are absorbed into the fixed effects. This has the favorable side effect of further reducing model uncertainty.
An unfortunate pitfall of the recent CU literature is that studies controlling for this pair-specific heterogeneity do not account for multilateral resistance and vice versa, so that there is no truly reliable estimate of the Rose effect available. In this section, we fill this gap.
The estimation of equations containing three-way fixed effect structures like (2) is computationally demanding in large datasets if the number of fixed effects is large in all three dimensions (as in our case).
 Despite the growing interest of labor economists in analyzing these three-way error component models since Abowd et al. (1999), only three papers exploit this setup in a gravity context. Baltagi et al. (2003) first introduced the structure in a methodological paper and used a small dataset for illustrative purposes.
 Eicher and Henn (2007) were first to exploit the methodology in a large dataset to test for the trade implications of regionalism and multilateralism. Baier and Bergstrand (2007) chose the three-way structure as their preferred technique to control for the possibly endogenous formation of PTAs.

While several studies have experimented with random effects in a gravity context (see Glick and Rose, 2002; Brun et al., 2005; Carrere, 2006), fixed effects have to be considered the superior choice. As Egger (2000, p. 26) points out, the heterogeneity in bilateral trade relationships is “deterministically associated with certain historical, political, geographical and other facts”, which is consistently corroborated by Hausman tests (e.g. Egger, 2000; Glick and Rose, 2002). Given the large number of observations in our trade dataset, the loss of degrees of freedom (implied by the fixed effects) is therefore clearly preferable to the bias random effects estimation would most likely entail.

4.2 Theory-based and reliable estimates of the Rose effect
Table 2 presents the results from our estimation of equation (2). For all regressions, the F-Statistics overwhelmingly favor the inclusion of country-pair fixed effects. Thus, as Hummels and Levinsohn (1995) first concluded, much trade is pair specific indeed. A first glance at the overall Rose-effect in Regression 7 reveals that we previously attributed much of “naturally” occurring trade flows in CU pairs to the formation of the CU. The overall Rose effect is now reduced to 0.42, which in terms of the percentage trade increase amounts to 53%, or about half of our analogue estimate without country pair controls of 91% (Regression 1). The reduction in the aggregate Rose effect is even more pronounced when we allow for individual PTAs: the implied trade increase in Regression 12 is 45% (compared to 129% without country pair controls in Regression 6). In both cases, our previous estimates lie well outside 99% confidence intervals, underlining the importance of unobserved heterogeneity. 
Yet, at 45%, the Rose effect is still alive and economically significant, although less so than in Glick and Rose (2002), who estimate it at 120% from a version of equation (2), that does not control for the price terms.
 We cannot confirm the result of Pakko and Wall (2001), who employ a strategy similar to the one of Glick and Rose (2002), but find the Rose effect to completely wither away. Our results suggest that the truth lies somewhere in between, once multilateral resistance is accounted for. Persson (2001) obtains an overall Rose-effect almost identical to ours at 44%, by using an alternative way of controlling for country pair heterogeneity. Namely, his matching estimator does rely on cross section correlation, but only considers observations that are similar to these of pairs sharing a common currency. In his survey, Baldwin (2005) entitles Persson’s estimates the most reliable estimates for the CU effect on trade. Using a diametrically opposite methodology, our study confirms both the magnitude of the overall Rose effect of around 45% and that controlling for heterogeneity is absolutely essential.
 The control variables commonly introduced for geography as well as historical and political ties in traditional gravity estimations prove insufficient to capture non-policy related influences on bilateral trade flows (see Baltagi et al., 2003; Cheng and Wall, 2005; Eicher et al., 2007; and Eicher and Henn, 2007, for similar experiences).

Regressions 8-11 present the results of our three-way specification allowing for individual CUs and different sets of PTAs. It is comforting, that the counterintuitive results on the European coefficients from before disappear. As the gravity model can now attribute a specific effect to every country pair, it does not systematically over-predict the trade of proximate countries any more. Likewise, the trade of distant pairs is not under-predicted any longer. Previously significant trade creation among the countries of the Asia Pacific Economic Cooperation (APEC) agreement is now muted and insignificant.

Across the distinct regressions, the Rose effects for individual CUs are even more comparable than before, although we generally lose some predictive power due to exploiting only the within variation. The estimates for hub-spoke CU agreements involving the U.S. Dollar or British Pound both remain insignificant. Their point estimates, however, are reversed compared to before. Those of the Pound imply trade increases of 22-24%. The Dollar coefficients are even negative implying a 14% trade decrease with the U.S. upon dollarization. Thus, we maintain our advice from the previous section, that policymakers should not be misled by the positive overall Rose impact (Reg. 12) when judging the trade benefits of Dollarization. Our conclusion on the merits of dollarization is thus essentially the same as the one of Klein (2005).

 The extinct CUs constitute the only hub-spoke arrangements with a still solidly significant trade impact. In percentage terms, their effect of 73% is well less than half as before, substantiating the claim that omitted unobservables typically exhibit a positive correlation with CU incidence, i.e. natural trading partner effects are a typical feature of the data. Our CurColmxt variable controls for the fact that the break up of most of the nowadays extinct CUs often went hand in hand with the political disintegration of former colonial relationships. It does not show significant, suggesting that political disintegration hardly led to a rupture in trade relationships.
We now turn to the discussion of the multilateral CUs. Our estimates imply that accession to the African CFA franc zone is accompanied by substantial trade benefits of 0.68 or +97%. The coefficients are significant at the 6% level. The relatively imprecise estimation given our large dataset is rooted in our exploiting the within variation only. This implies that our coefficients are exclusively estimated on countries joining or exiting the CFA zone. About half of the CFA nations remained members throughout the sample period, so that they cannot be considered by our within estimator. These results for the CFA franc are qualitatively similar to those of Nitsch (2004). Our theory-based approach can, however, not confirm his strong trade creation result for the Caribbean Dollar.
In judging the trade effects of the CUs in the Eastern Caribbean and Euroland, the considered set of PTAs matters. This is due to a substantial part of their members also forming common PTAs during the sample period. All countries that adopted the East Caribbean Dollar also joined the Caribbean Community (CARICOM).
 The impacts of the two arrangements need therefore be considered jointly to calculate the impact on the relevant countries’ bilateral trade flows. This joint coefficient is reported at the bottom of Table 2 (standard errors are calculated via the Delta Method). Apparently, the member countries of the East Caribbean Dollar hardly reaped a trade gain from their double CU/PTA accession. This may seem surprising at first. However, all of the countries under consideration are former British colonies and as such were already tightly integrated before the start of our sample period.
The Euro is the CU for which we find the most statistically significant trade creation effects. Our preferred specification 11 shows a trade effect of 0.34 or 40%. Table 2 shows that in judging the Euro impact, it is crucial to allow for an ample set of PTAs. The Euro estimates in Regressions 8 and 9 (of 87% and 71%, respectively) both exhibit upward bias, because the impacts of important trade agreements in effect between the Eurozone countries are not explicitly allowed for. Accession to both the EU and the EEA had positive trade effects for these nations. As both the EU and EEA dummies are positively correlated with the Euro variable, the omission of either (or both) will lead to an overestimate of the Euro effect. 

The magnitude of our preferred Euro estimate is comparable to the those of Bun and Klaassen (2002) and Barr et al. (2003), but higher than those of Micco et al. (2003), Flam and Nordstrom (2003) and Bun and Klaassen (2007).
 As our dataset only contains one year-observation on the Euro, we refrain from a profound interpretation of our Euro coefficient. However, we confirm the literature’s general consensus of a substantial break in intra-Eurozone trade flows after the Euro introduction. Except for Flam and Nordstrom (2003), none of the cited studies comes close to controlling for both pair heterogeneity and multilateral resistance, so that further research focusing specifically on the Euro effect is in order. Yet, there are convincing reasons for the Euro (and CUs in general) to have a large trade impacts apart from the traditional explanation of reduced transport costs. Apart from the reasons given in the introduction, Yi’s (2003) reasoning implies that due to the strong international fragmentation of trade, small changes in trade costs can have a strong cumulative impact on costs, if goods cross borders several times before reaching final consumers. Thus, the adoption of a common currency may exert a big impact on trade volumes. Mancini-Griffoli (2006) gives yet another reason based on a model with heterogeneous firm productivity and fixed trade costs akin to the one of Melitz (2003). He provides empirical evidence that confirms that in such a framework the lower interest rates in the wake of the Euro may have spurred trade considerably, as less productive firms entered the export market. Ultimately, we cannot rule out that deeper institutional integration in Europe may mistakenly be attributed to the Euro and partially drive the strong effect (see Mancini-Griffoli and Pauwels, 2006).

The estimated trade impacts on currency boards and FX volatility remain insignificant in our preferred setup. As before, FX volatility has a small negative effect of comparable magnitude. With respect to CB arrangements, the statistically fragile coefficients are likely rooted in the few observations available to make out CBs’ effects. Nevertheless, it is interesting to note, that our bilateral heterogeneity controls bring about a reversal in the results: now, it is the CBs pegging to the Euro that affect trade substantially more than their US Dollar counterparts (92-96% vs. 19-20%).

The PTA effects in Table 2 take values familiar from Eicher and Henn (2007), who also rely on the three-way error components and a dataset similar to the one employed here. On the whole, PTAs’ trade impacts are bigger than those of CUs, as they affect trade costs more directly than the incidence of a currency union. They are also more precisely estimated statistically, because PTA entries have been more numerous than CU entries and exits during the sample period. From a purely statistical standpoint, bundling the CU coefficients into one catch-all dummy is no longer rejected in Regression 12, as more than 90% of the data’s variation is already picked up by PTAs and fixed effects.
 Thus, while our results overall demonstrate that individual CUs do exert distinct effects, bundling them into one dummy may be justified in studies whose primary focus is another. This, however, does not hold true for PTAs – a point made previously made by Eicher and Henn (2007) and corroborated by the relevant F-Statistics in Table 2.
5  Sensitivity Analysis
Following the standard in the CU literature, we provide extensive sensitivity analysis for both the aggregate and disaggregate Rose effects. In Table 3, we first present estimates of the aggregate Rose effect based on our specifications 6 and 12, which including the entire set of separate PTA. We perturb these benchmark results in a variety of ways. In particular, following Rose (2005), we add regressors for membership of the three international bodies intended to promote trade: the GATT/WTO, the IMF and the OEEC/OECD.
 From Frankel et al. (1995), we take two measures of factor endowment differences as proxies for Heckscher-Ohlin trade: the absolute log differences in per capita GDP and population density.
 Moreover, we successively drop the CB and FX volatility variables. Exclusion of FX volatility implies that the our usable dataset gets extended back to 1950 and increases by roughly ten thousand observations.
 Ultimately, we adopt a more ample CU definition as e.g. in Glick and Rose (2002), which also considers the trade flows between the spokes in hub-spoke arrangements as intra-CU.

Table 3 illustrates that both our estimates with and without additional country pair heterogeneity controls lie in tight ranges around our benchmark estimates. The implied trade increases of the estimates are 42-47% and 117-135%, respectively. Our preferred three-way error component estimate for the overall Rose effect thus remains unambiguously on the order of 45%. At this point is again noteworthy, that the model uncertainty inherent in the three-way model is decidedly low; our robustness tests essentially cover virtually all remaining variables proposed in the previous literature that vary by both time and pair.


To conserve space, the sensitivity analysis of the disaggregated Rose effects in Table 4 focuses exclusively on our preferred three-way estimates, i.e. all results are direct perturbations of Regression 11. Like their aggregate counterparts, individual CU impacts are concentrated in narrow intervals. Internal trade in the CFA franc area is estimated to be between 96 and 123% higher than trade of member with outsiders. Interestingly, once the positive effect of factor endowment differences is controlled for, the CFA coefficient gains somewhat in both magnitude and significance, possibly because member countries possess similar endowments.
 The joint trade effects of the East Caribbean CU and CARICOM remain insignificant statistically and economically in a range of -27% to +3%. In contrast, the Euro remains very robust throughout at values indicating 34-40% trade augments. There is hardly a change in British Pound and extinct CUs compared to our benchmark. Our conclusion on dollarization remains that it does not tend to improve trading relations with the United States: the US Dollar results remain negative and even turn statistically significant in some specifications.
6  Conclusion

The methodology introduced in this paper allows us to estimate a gravity equation that simultaneously accounts for both unobserved price terms and heterogeneity in trading relationships. Our paper can be viewed as providing key extensions to the classic papers of Rose (2000) and Glick and Rose (2002) to a thoroughly theory-based framework.
First, we show that the omission of multilateral resistance biased the CU effect in these papers substantially upwards. Our estimate for the average CU effect on trade lies in a far more intuitive range (of 42-47%) than the values reported by the majority of previous studies. Second, we illustrate that the overall Rose effect can hardly be used as a basis for a country to decide whether to join a given CU or not. Trade effects across arrangements differ substantially. Dollarization, for instance, does not benefit a nations’ trade with the United States. In contrast, both the CFA franc in Africa and the Euro in Europe robustly enhance trade. Methodologically, it is crucial to include a comprehensive set of PTA dummies in CU estimation. As we already found in our previous studies, PTAs do exercise strong and heterogeneous trade impacts.
 Their omission will therefore lead to serious omitted variable bias, particularly in the estimates of these individual CUs that include PTA members.
On the Euro in particular further empirical research would be desirable. While present studies on EMU typically use datasets, which can more adequately picture the introduction of the Euro than ours, they unfortunately neglect simultaneous controls for multilateral resistance and natural partner effects.
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Table 1: Currency Union Estimates with Multilateral Resistance Controls

All regressions include time-varying importer and exporter fixed effects
	Regression #
	1
	2
	3
	4
	5
	6

	Adj R2
	0.7340
	0.7346
	0.7383
	0.7384
	0.7391
	0.7389

	F Statistic vs. Regr.#
	
	
	
	# 1
	
	# 2
	
	#3
	# 4
	# 6
	
	

	Prob>F:
	
	
	
	0.00
	
	0.00
	
	0.00
	0.00
	0.00
	
	

	CUmxt
 (Catch-all for CUs)
	0.648***

(0.102)
	
	
	
	
	0.831***

(0.101)

	CUcfamxt
 (African CFA franc)
	
	1.028***

(0.155)
	1.091***

(0.155)
	1.102 ***

(0.155)
	1.174***

(0.155)
	

	CUcaribmxt
 (East Caribbean $)
	
	1.425***

(0.351)
	0.428

(0.343)
	0.436

(0.343)
	0.486

(0.342)
	

	CUeuromxt
 (Euro)
	
	-1.089***

(0.127)
	0.381***

(0.118)
	0.080

(0.118)
	0.077

(0.116)
	

	CUgbpmxt 
 (British Pound)
	
	0.009

(0.212)
	0.091

(0.198)
	0.100

(0.195)
	0.107

(0.192)
	

	CUusdmxt 
 (US Dollar)
	
	0.304

(0.264)
	0.332

(0.267)
	0.338

(0.267)
	0.351
(0.269)
	

	CUothermxt 
 (Other/Extinct CUs)
	
	1.096***

(0.305)
	0.994***

(0.303)
	1.000***

(0.303)
	1.039***

(0.302)
	

	CBmxt
 (Catch-all for CBs)
	0.232

(0.156)
	
	
	
	
	

	CBeuromxt
 (D-Mark/Euro CB)
	
	0.096

(0.207)
	0.094

(0.206)
	0.107

(0.207)
	0.122

(0.207)
	0.152

(0.207)

	CBusdmxt
 (US Dollar CB)
	
	0.210

(0.243)
	0.305

(0.249)
	0.306

(0.249)
	0.373

(0.251)
	0.380

(0.251)

	FXvolamxt
 (Ex. rate volatility)
	-0.008

(0.008)
	-0.001

(0.008)
	-0.012

(0.008)
	-0.010

(0.008)
	-0.007

(0.008)
	-0.015*

(0.008)

	PTAmxt
(Catch-all for PTAs)
	0.539***

(0.096)
	0.639***

(0.099)
	
	
	
	

	BilateralPTAmxt
	
	
	0.408***

(0.073)
	0.438***

(0.073)
	0.407***

(0.073)
	0.422***

(0.073)

	NAFTAmxt
	
	
	0.533**

(0.263)
	0.534**

(0.264)
	0.256

(0.268)
	0.252

(0.269)

	EUmxt
	
	
	-1.057***

(0.098)
	-1.345***

(0.103)
	-1.304***

(0.101)
	-1.373***

(0.098)

	CACMmxt
	
	
	2.049***

(0.195)
	2.052***

(0.196)
	2.144***

(0.193)
	2.129***

(0.194)

	CARICOMmxt
	
	
	2.607***

(0.205)
	2.607***

(0.205)
	2.639***

(0.205)
	2.572***

(0.199)

	MERCOSURmxt
	
	
	1.551***

(0.262)
	1.540***

(0.262)
	0.988***

(0.262)
	1.001***

(0.261)

	AFTAmxt
	
	
	0.000

(0.180)
	0.001

(0.180)
	-0.181

(0.183)
	-0.198

(0.183)

	ANZCERTAmxt
	
	
	2.353***

(0.320)
	2.361***

(0.320)
	2.137***

(0.318)
	2.119***

(0.318)

	SPARTECAmxt
	
	
	2.006***

(0.289)
	2.006***

(0.289)
	2.047***

(0.289)
	2.063***

(0.289)

	EEAmxt
	
	
	
	0.652***

(0.092)
	0.659***

(0.090)
	0.525***

(0.088)

	EFTAmxt
	
	
	
	
	0.059

(0.145)
	0.065

(0.146)

	APmxt
	
	
	
	
	0.668***

(0.201)
	0.667***

(0.201)

	LAIAmxt
	
	
	
	
	0.769***

(0.123)
	0.749***

(0.123)

	APECmxt
	
	
	
	
	0.497***

(0.072)
	0.498***

(0.072)

	CurColonymxt
(Current colony)
	0.632***

(0.229)
	0.583***

(0.211)
	0.625***

(0.221)
	0.622***

(0.221)
	0.606***

(0.220)
	0.612***

(0.231)


	EverColonymx
(Ever colony)
	1.395***

(0.089)
	1.423***

(0.088)
	1.366***

(0.084)
	1.366***

(0.084)
	1.399***

(0.084)
	1.365***

(0.083)

	ComColonizermx
(Common colonizer)
	0.594***

(0.058)
	0.553***

(0.059)
	0.509***

(0.059)
	0.508***

(0.059)
	0.524***

(0.059)
	0.555***

(0.058)

	ComLangmx
(Common language)
	0.336***

(0.038)
	0.326***

(0.038)
	0.289***

(0.038)
	0.289***

(0.038)
	0.237***

(0.039)
	0.246***

(0.039)

	ComNatmx
(Same nation)
	1.956***

(0.429)
	1.870***

(0.434)
	1.838***

(0.442)
	1.833***

(0.442)
	1.838***

(0.442)
	1.885***

(0.432)

	Bordermx
(Common border)
	0.148

(0.092)
	0.152*

(0.091)
	0.206***

(0.087)
	0.214***

(0.087)
	0.175**

(0.087)
	0.185**

(0.087)

	Distmx
(Log of distance)
	-1.286***

(0.021)
	-1.283***

(0.021)
	-1.276***

(0.021)
	-1.273***

(0.021)
	-1.246***

(0.022)
	-1.246***

(0.022)


Notes: *, **, *** are 10, 5, 1% significance levels. Standard errors (clustered by country-pairs) in parentheses. Coefficients of Fixed Effect controls are suppressed.  

Table 2: Currency Union Estimates with Multilateral Resistance and Bilateral Heterogeneity Controls

All regressions include country-pair and time-varying importer and exporter fixed effects (three-way error components model).

	Regression #
	7
	8
	9
	10
	11
	12

	Adj R2
	0.86627
	0.86631
	0.86643
	0.86647
	0.86665
	0.86664

	F Statistic vs. Regr.#
	# 1
	
	# 2
	# 7
	# 3
	# 8
	# 4
	# 9
	# 5
	# 10
	#12
	
	

	Prob>F:
	0.00
	
	0.00
	0.00
	0.00
	0.00
	0.00
	0.00
	0.00
	0.00
	0.21
	
	

	CUmxt
 (Catch-all for CUs)
	0.424***

(0.106)
	
	
	
	
	0.374***

(0.109)

	CUcfamxt
 (African CFA franc)
	
	0.679*

(0.352)
	0.677*

(0.352)
	0.682*

(0.352)
	0.682*

(0.352)
	

	CUcaribmxt
 (East Caribbean $)
	
	-0.996**

(0.447)
	-0.696

(0.531)
	-0.704

(0.531)
	-0.707

(0.533)
	

	CUeuromxt
 (Euro)
	
	0.628***

(0.095)
	0.537***

(0.094)
	0.346***

(0.098)
	0.339***

(0.097)
	

	CUgbpmxt 
 (British Pound)
	
	0.195

(0.166)
	0.196

(0.166)
	0.199

(0.166)
	0.212

(0.166)
	

	CUusdmxt 
 (US Dollar)
	
	-0.140

(0.206)
	-0.145

(0.212)
	-0.142

(0.211)
	-0.148

(0.209)
	

	CUothermxt 
 (Other/Extinct CUs)
	
	0.549**

(0.247)
	0.551**

(0.247)
	0.553**

(0.247)
	0.556**

(0.247)
	

	CBmxt
 (Catch-all for CBs)
	0.483*

(0.295)
	
	
	
	
	

	CBeuromxt
 (D-Mark/Euro CB)
	
	0.672

(0.433)
	0.653

(0.433)
	0.653

(0.433)
	0.651

(0.433)
	0.654

(0.433)

	CBusdmxt
 (US Dollar CB)
	
	0.181

(0.235)
	0.174

(0.235)
	0.175

(0.235)
	0.180

(0.234)
	0.172

(0.234)

	FXvolamxt
 (Ex. rate volatility)
	-0.011

(0.008)
	-0.010

(0.008)
	-0.011

(0.008)
	-0.009

(0.008)
	-0.009

(0.008)
	-0.009

(0.008)

	PTAmxt
 (Catch-all for PTAs)
	0.414***

(0.055)
	0.385***

(0.055)
	
	
	
	

	BilateralPTAmxt
	
	
	0.049

(0.086)
	0.065

(0.086)
	0.060

(0.086)
	0.061

(0.086)

	NAFTAmxt
	
	
	0.419***

(0.148)
	0.418***

(0.147)
	0.349**

(0.160)
	0.345**

(0.161)

	EUmxt
	
	
	0.477***

(0.067)
	0.230***

(0.073)
	0.220***

(0.073)
	0.217***

(0.074)

	CACMmxt
	
	
	1.963***

(0.275)
	1.959***

(0.275)
	1.942***

(0.275)
	1.940***

(0.275)

	CARICOMmxt
	
	
	0.740**

(0.353)
	0.727**

(0.354)
	0.723**

(0.354)
	0.905***

(0.317)

	MERCOSURmxt
	
	
	0.438**

(0.197)
	0.426**

(0.197)
	0.425**

(0.197)
	0.426**

(0.197)

	AFTAmxt
	
	
	-0.329

(0.229)
	-0.330

(0.229)
	-0.372*

(0.227)
	-0.377*

(0.228)

	ANZCERTAmxt
	
	
	0.858***

(0.150)
	0.856***

(0.150)
	0.800***

(0.149)
	0.798***

(0.149)

	SPARTECAmxt
	
	
	0.810***

(0.205)
	0.803***

(0.206)
	0.804***

(0.205)
	0.795***

(0.205)

	EEAmxt
	
	
	
	0.445***

(0.083)
	0.449***

(0.082)
	0.443***

(0.081)

	EFTAmxt
	
	
	
	
	0.063

(0.113)
	0.066

(0.113)

	APmxt
	
	
	
	
	0.921***

(0.201)
	0.921***

(0.201)

	LAIAmxt
	
	
	
	
	1.385***

(0.268)
	1.386***

(0.268)

	APECmxt
	
	
	
	
	0.099

(0.081)
	0.096

(0.081)

	CurColonymxt
(Current colony)
	0.100

(0.173)
	0.093

(0.169)
	0.096

(0.170)
	0.095

(0.170)
	0.103

(0.170)
	0.120

(0.175)

	CUcaribmxt+ CARICOMmxt
 (Net Carib. Effect)
	
	
	0.044

(0.782)
	0.023

(0.783)
	0.016

(0.785)

	


Notes: *, **, *** are 10, 5, 1% significance levels. Standard errors (clustered by country-pairs) in parentheses. Coefficients of Fixed Effect controls are suppressed. 

Table 3: Sensitivity Analysis of the Average Currency Union Effect

	
	Multilateral Resistance Controls only
	Multilateral Resistance and Bilateral Heterogeneity Controls (3-way model)

	GATT/WTO, IMF, OEEC/OECD controls
	0.798***

(0.101)
	0.371***

(0.109)

	Factor Endowment controls
	0.853***

(0.108)
	0.383***

(0.121)

	GATT/WTO, IMF, OEEC/OECD and Factor Endowment controls
	0.788***

(0.108)
	0.381***

(0.121)

	No Currency Board controls
	0.829***

(0.101)
	0.372***

(0.109)

	No Exchange Rate volatility control
	0.834***

(0.097)
	0.380***

(0.106)

	Ample Currency Union definition
	0.774***

(0.097)
	0.347***

(0.108)


Notes: *, **, *** are 10, 5, 1% significance levels. Standard errors (clustered by country-pairs) in parentheses. Coefficients of Fixed Effect and remaining controls are suppressed. The remaining controls are as in Table 1, Regression 6 (for the first column below) and as in Table 2, Regression 12 (for the second column below). The estimates in the first column below are obtained by including time-varying importer and exporter fixed effects only. In the second column, country-pair fixed effects are additionally included.

Table 4: Sensitivity Analysis of the Individual Currency Union Effects

All regressions include country-pair and time-varying importer and exporter fixed effects (three-way error components model).
	
	CUcfamxt
(CFA franc)
	CUcaribmxt
(E. Carib. $)a
	CUeuromxt
(Euro)
	CUgbpmxt 
(Brit. Pound)
	CUusdmxt 
(US Dollar)
	CUothermxt 
(Other CUs)

	GATT/WTO, IMF, OEEC/OECD controls
	0.673*

(0.352)
	0.022

(0.794)
	0.339***

(0.097)
	0.211

(0.166)
	-0.150

(0.206)
	0.552**

(0.246)

	Factor Endowment controls
	0.803**

(0.375)
	-0.312

(0.894)
	0.292***

(0.096)
	0.255

(0.181)
	-0.340**

(0.163)
	0.415

(0.285)

	GATT/WTO, IMF, OEEC/OECD and Factor Endowment controls
	0.797**

(0.375)
	-0.288

(0.901)
	0.291***

(0.096)
	0.251

(0.180)
	-0.335**

(0.165)
	0.412

(0.285)

	No Currency Board controls
	0.682*

(0.352)
	0.017

(0.785)
	0.327***

(0.097)
	0.212

(0.166)
	-0.146

(0.208)
	0.556**

(0.247)

	No Exchange Rate volatility control
	0.717**

(0.345)
	0.057

(0.675)
	0.302***

(0.098)
	0.224

(0.177)
	0.080

(0.250)
	0.598***

(0.239)

	Ample Currency Union definition
	0.683*

(0.352)
	0.025

(0.783)
	0.339***

(0.097)
	0.336*

(0.192)
	-0.532**

(0.269)
	0.564**

(0.246)


Notes: *, **, *** are 10, 5, 1% significance levels. Standard errors (clustered by country-pairs) in parentheses. Coefficients of Fixed Effect and remaining controls are suppressed. The remaining controls are as in Table 2, Regression 11.

a For the East Caribbean Dollar, we report the effect net effect together with Caricom membership; see bottom of Table 2.

Appendix:
Table A1: Countries in Sample

	Albania 
	Dominican Republic 
	Lithuania
	Slovak Republic 

	Algeria
	Ecuador 
	Luxembourg
	Slovenia 

	Angola
	Egypt 
	Macedonia, for. Yug. Rep. of
	Solomon Islands  

	Antigua and Barbuda
	El Salvador 
	Madagascar 
	Somalia

	Argentina 
	Equatorial Guinea
	Malawi 
	South Africa 

	Armenia
	Estonia 
	Malaysia 
	Spain

	Australia
	Ethiopia
	Maldives 
	Sri Lanka 

	Austria
	Fiji 
	Mali 
	St. Kitts and Nevis 

	Azerbaijan
	Finland
	Malta  
	St. Lucia 

	Bahamas, The        
	France
	Mauritania 
	St. Vincent & The Grenadines (1993)

	Bahrain, Kingdom of
	Gabon
	Mauritius 
	Sudan

	Bangladesh 
	Gambia, The   
	Myanmar
	Suriname 

	Barbados 
	Georgia 
	Mexico 
	Swaziland

	Belarus
	Germany 
	Moldova 
	Sweden



	Belgium
	Ghana
	Mongolia 
	Switzerland 

	Belize
	Greece
	Morocco 
	Syrian Arab Republic

	Benin 
	Grenada 
	Mozambique 
	Tajikistan

	Bermuda 
	Guatemala 
	Namibia
	Tanzania 

	Bhutan
	Guinea 
	Nepal
	Thailand 

	Bolivia 
	Guinea-Bissau 
	Netherlands
	Togo 

	Botswana 
	Guyana 
	New Zealand
	Tonga

	Brazil
	Haiti 
	Nicaragua 
	Trinidad and Tobago 

	Bulgaria 
	Honduras 
	Niger 
	Tunisia 

	Burkina Faso
	Hungary
	Nigeria 
	Turkey 

	Burundi 
	Iceland
	Norway
	Turkmenistan

	Cambodia
	India 
	Oman
	Uganda

	Cameroon 
	Indonesia 
	Pakistan 
	Ukraine

	Canada
	Iran, Islamic Republic of
	Panama 
	United Arab Emirates

	Cape Verde
	Iraq
	Papua New Guinea 
	United Kingdom 

	Central African Rep. 
	Ireland 
	Paraguay 
	United States 

	Chad 
	Israel
	Peru
	Uruguay 

	Chile 
	Italy
	Philippines 
	Uzbekistan

	China 
	Jamaica
	Poland
	Vanuatu

	China, Hong Kong SAR 
	Japan
	Portugal
	Venezuela, Rep. Bol. 

	Colombia 
	Jordan 
	Qatar
	Vietnam

	Comoros
	Kazakhstan
	Reunion
	Yemen, Republic of

	Congo, Dem. Rep. of (Zaire) 
	Kenya 
	Romania 
	Yugoslavia, Soc. Fed. R. of 

	Congo, Republic of 
	Kiribati
	Russia 
	Zambia 

	Costa Rica 
	Korea 
	Rwanda 
	Zimbabwe 

	Côte d'Ivoire (Ivory Coast)                
	Kuwait 
	Samoa
	

	Croatia 
	Kyrgyz Republic 
	Sao Tome & Principe
	

	Cyprus          
	Lao People's Dem.Rep
	Saudi Arabia
	

	Czech Republic
	Latvia 
	Senegal 
	

	Denmark
	Lesotho 
	Seychelles
	

	Djibouti
	Liberia
	Sierra Leone 
	

	Dominica
	Libyan Arab Jamahiriya
	Singapore 
	


Table A2: Membership and Observations for Currency Unions and Boards
	Name of Currency Union or Board
	Number of observations
	Membership

	
	strict defn
	ample defn
	

	CUmxt (All CUs)
	1224
	1371
	

	CUcfamxt:
(African CFA franc)
	671
	Equatorial Guinea (since 1984), Gabon, Guinea (until 1969), Guinea-Bissau (since 1996), Madagascar (until 1982), Mali (until 1962 and since 1984), Mauritania (until 1974), Niger, Reunion (until 1976), Senegal, Togo, Benin, Burkina Faso, Cameroon, Central African Rep., Chad, Comoros (until 1994), Republic of the Congo, Cote d’Ivoire

	CUcaribmxt
(East Caribbean Dollar)
	101
	Antigua and Barbuda (since 1965), Dominica (since 1965), Grenada (since 1965), St. Vincent and the Grenadines (since 1965), St. Kitts and Nevis (since 1965), St. Lucia (since 1965), Barbados (1965-1975), Guyana (1971-1975)

	CUeuromxt
(Euro)
	110
	Austria (since 1999), Belgium (since 1999), France (sine 1999), Germany (since 1999), Italy (since 1999), Netherlands (since 1999), Finland (since 1999), Ireland (since 1999), Portugal (since 1999), Spain (since 1999), Luxembourg (since 1999)

	CUgbpmxt
(British Pound)
	122
	177
	United Kingdom, Ireland (until 1979), Malta (until 1971), New Zealand (until 1967), South Africa (until 1961), Bahamas (until 1966), Bermuda (until 1970), Jamaica (until 1969), Cyprus (until 1972), Iraq (until 1967), Israel (until 1954), Jordan (until 1967), Kuwait (until 1967), Gambia (until 1971), The, Ghana (until 1965), Kenya (until 1967), Libya (until 1971), Malawi (until 1971), Nigeria (until 1967), Zimbabwe (until 1967), Sierra Leone (until 1965), Somalia (until 1967), Uganda (until 1967), Zambia (until 1967)

	CUusdmxt
(U.S. Dollar)
	84
	148
	United States, Dominican Republic (until 1985), Guatemala (until 1986), Panama, Bahamas (since 1967), Bermuda (since 1969), Liberia

	CUothermxt
(Other & extinct CUs)
	136
	164
	

	
	French Franc
	13
	17
	France, Algeria (until 1969), Morocco (until 1959), Reunion (1977-1998)

	
	Austrialian Dollar
	16
	18
	Australia, Kiribati, Tonga (until 1991), Solomon Islands (until 1979)

	
	East African Schilling:
	13
	13
	Kenya (1966-1978), Tanzania (1966-1978), Uganda (1966-1978), Somalia (1966-1971)

	
	Dirham/Riyal
	10
	10
	United Arab Emirates (since 1973), Qatar (since 1973)

	
	Portuguese Escudo
	25
	47
	Portugal, Angola (until 1976), Cape Verde (until 1977), Guinea-Bissau (until 1977), Mozambique (until 1977)

	
	Malayasian Dollar
	2
	2
	Malaysia, Singapore (1966-1973)

	
	Indian Rupee
	57
	57
	India, Bangladesh (until 1974), Oman (until 1970), Bhutan, Myanmar (until 1971), Sri Lanka (until 1966), Pakistan (until 1967), Mauritius (until 1967), Seychelles (until 1966)

	CBmxt (All CBs)
	89
	

	CBeuromxt
(CBs with 
D-Mark/Euro peg)
	56
	Bosnia-Herzegovina (since 1997), Bulgaria (since 1999), Estonia (since 1992), Lithuania (since 1994)

	CBusdmxt
(CBs with 

U.S. Dollar peg)
	33
	East Caribbean CU members (since 1976), Hong Kong (since 1983), Argentina (1991-2002)


Notes: Table includes only countries included in our dataset. Actual CUs may comprise more countries.

Table A3: Membership in Preferential Trading Arrangements considered
	Abbreviation
	Name of PTA 
	Start
	Member countries

	ANZCERTA
	Australia – New Zealand Closer Economic Relations Trade Agreement 
	1983
	Australia, New Zealand

	APEC
	Asia Pacific Economic Community 
	1989
	Australia, Brunei, Canada, China (1991), Chile (1994), Taiwan (1991), Hong Kong (1991), Indonesia, Japan, South Korea, Malaysia, Mexico (1993), New Zealand, Papua New Guinea (1993), Peru (1998), Philippines, Singapore, Thailand, United States, Vietnam (1998).

	AP
	Andean Community / Andean Pact
	1969
	Bolivia, Colombia, Ecuador, Peru, Venezuela (1973), 

Former: Chile (1969-76)

	AFTA
	Association of South East Asian Nations (ASEAN) Free Trade Area 
	1967
	Brunei (1984), Cambodia (1998), Indonesia, Laos (1997), Malaysia, Myanmar (1997), the Philippines, Singapore, Thailand, Vietnam (1995).

	CACM
	Central American Common Market
	1960
	Costa Rica (1963), El Salvador, Guatemala, Honduras, Nicaragua.

	CARICOM
	Caribbean Community/ Carifta
	1968
	Antigua and Barbuda, Bahamas (1983), Barbados, Belize (1995), Dominica (1974), Guyana (1995), Grenada (1974), Jamaica, Montserrat (1974), St. Kitts and Nevis, St. Lucia (1974), St. Vincent and the Grenadines, Suriname (1995), Trinidad and Tobago.

	EEA
	European Economic Area 
	1994
	Austria, Belgium, Denmark, Finland, France, Germany, Greece, Luxembourg, Iceland, Italy, Ireland, Liechtenstein, Netherlands, Norway, Portugal, Spain, Sweden, United Kingdom.

	EFTA
	European Free Trade Association 
	1960
	Iceland, Liechtenstein (1991), Norway (1986), Switzerland Former: Denmark (1960-72), United Kingdom (1960-72), Portugal (1960-85), Austria (1960-94), Sweden (1960-94), Finland (1986-94).

	EU
	European Union
	1958
	Austria (1995), Belgium, Denmark (1973), Finland (1995), France, Germany, Greece (1981), Luxembourg, Ireland (1973), Italy, Netherlands, Portugal (1986), Spain (1986), Sweden (1995), United Kingdom (1973).

	LAIA/LAFTA
	Latin America Integration Agreement
	1960
	Argentina, Bolivia (1967), Brazil, Chile, Colombia (1961) Ecuador (1961), Mexico, Paraguay, Peru, Uruguay, Venezuela (1966).

	MERCOSUR
	Southern Cone Common Market 
	1991
	Argentina, Brazil, Paraguay, Uruguay

	NAFTA
	Canada-US Free Trade Arrangement / North America Free Trade Agreement
	1988
	Canada, United States, Mexico (1994).

	SPARTECA
	South Pacific Regional Trade and Economic Cooperation Agreement
	1981
	Covers trade relations between the Cook Islands, Fiji, Kiribati, Marshall Islands, Micronesia, Nauru, Niue, Palau, Papua-New Guinea, Salomon Islands, Samoa, Tonga, Tuvalu, Vanuatu, on the one hand, and Australia and New Zealand on the other

	BilateralPTA
	Bilateral Preferential Trade Agreements
	
	All bilateral agreements considered are listed in Table A2.


Source: Eicher, Henn and Papageorgiou (2007).
Table A4: Bilateral Preferential Trade Agreements considered in BilateralPTAmx
	US - Israel
	Slovak Republic - Turkey

	Turkey - Slovenia
	Papua New Guinea - Australia Trade & Commercial 
Relations Agreement (PATCRA) 

	EC - Slovenia
	EC - Tunisia 

	EC - Lithuania
	Estonia - Turkey

	EC - Estonia
	Slovenia - Israel

	EC - Latvia
	Poland - Israel

	Chile - Mexico
	Estonia - Faroe Islands

	Mexico - Israel
	Czech Republic - Estonia

	Georgia - Armenia
	Slovak Republic - Estonia

	Georgia - Azerbaijan
	Lithuania - Turkey

	Georgia - Kazakhstan
	Israel - Turkey

	Georgia - Turkmenistan
	Romania - Turkey

	Georgia - Ukraine
	Hungary - Turkey

	Latvia - Turkey
	Czech Republic - Israel

	Turkey - former Yugoslav Rep. of Macedonia
	Slovak Republic - Israel

	EC - South Africa
	Slovenia - Croatia

	EC - Morocco
	Hungary - Israel

	EC - Israel
	CEFTA accession of Romania

	EC - Mexico
	CEFTA accession of Slovenia

	Estonia - Ukraine
	Poland - Lithuania

	Poland - Turkey
	Slovak Republic - Latvia

	EFTA - Morocco
	Slovak Republic - Lithuania

	Bulgaria - former Yugoslav Rep. of Macedonia
	Canada - Chile

	Hungary - Latvia
	Czech Republic - Latvia

	Hungary - Lithuania
	Czech Republic - Lithuania

	Poland - Latvia
	Slovenia - Estonia

	Poland - Faeroe Islands
	Slovenia - Lithuania

	Kyrgyz Republic - Moldova
	EC - Faeroe Islands

	Kyrgyz Republic - Ukraine
	Canada - Israel

	Kyrgyz Republic - Uzbekistan
	EFTA - Estonia

	Bulgaria - Turkey
	EFTA - Latvia

	Czech Republic - Turkey
	EFTA - Lithuania

	EAEC
	EC - Turkey

	CEFTA accession of Bulgaria 
	


� E.g. trade benefits were one of the official motivations of the European Monetary Union (EMU). See European Commission (1990).


� Their model also implied that existing exporters will augment their export volumes.


� For this reason, Klein and Shambaugh (2006) allow for a quadratic exchange rate volatility term. Despite this, however, they find a large and significant CU impact on trade.


� Flam and Nordstrom (2004), based on Yi (2003), provide another theoretical justification for the Rose effect, based on product fragmentation in the world economy. We comment on their work in Section 4 of this paper.


� The inclusion of separate CU and PTA effects in the estimation of the Rose effect was pioneered by Nitsch (2002). Our study considers a much more comprehensive set of PTAs. For data reasons, our set of individual CUs differs from the one of Nitsch (2002).


� Subramanian and Wei’s (2007) dataset is publicly available at Wei’s website at www.nber.org/~wei.


� We use the same definition for a country-pair as Subramanian and Wei (2007), which does not impose a symmetry restriction on the pairs, i.e. importer y–exporter z is a different pair than importer z–exporter y. While there is little theoretical guidance for the choice, Cheng and Wall (2005) as well as our results indicate that the unconstrained pair definition is statistically preferred to the one with the symmetry constraints imposed. In any case, our results are not affected by the choice. It shall be noted, however, that in Glick and Rose (2002) a prominent CU paper imposes the symmetry restriction. They, however, do not provide any explanation for this decision.


� See footnote � NOTEREF _Ref166057460 \h ��12�.


� We closely follow Ghosh and Yamarik (2004) in calculating our measure of exchange rate volatility from the IMF’s International Financial Statistics (IFS). We first calculate the monthly bilateral exchange rates from the IFS’s exchange rates for each nation’s currencies vs. the U.S. Dollar. Our measure of volatility is then defined as the standard deviation of the first difference in the bilateral exchange rate during the previous 3 years.


� The gravity equation has been derived from Heckscher-Ohlin and Ricardian models of factor endowment differences, models of firm-level and national (Armington) product differentiation and hybrids of these models. Frankel (1997, Ch. 4), Deardorff (1998) and Evenett and Keller (2002) provide excellent surveys of this theoretical literature.


� We can be absolutely sure, as any variable that influences bilateral trade costs will also influence multilateral trade costs (as they are the average of bilateral trade costs). Therefore this variable will definitely be positively correlated with the omitted multilateral resistance terms and consequently carry a coefficient biased away from zero.


� Time-varying importer and exporter effects figure prominently in the recent gravity literature, e.g. Subramanian and Wei (2007).


Anderson and van Wincoop (2003) account for multilateral resistance terms only at the country (rather than importer/exporter) level. That is correct in their cross sectional dataset. Baldwin and Taglioni (2006) show that in panel data, however, separate time-varying importer/exporter effects are necessary to properly account for multilateral resistance.


� Yet another way to control for multilateral resistance is by using Anderson and van Wincoop’s (2003) computational method. It, however, also proves inconvenient as it requires complete bilateral trade flows between all considered nations, which unnecessarily limits the dataset. Rose and van Wincoop (2001) apply this method to currency union estimation.


� Another difference of our regression 1 to the benchmark pooled result that Rose (2000) reports in his Table 2, is that we insert a currency board dummy in the regression. This, however, does not affect the results.


� The ranges we report here are calculated using the lowest and highest point estimates in Regressions 2-5. E.g. for the CFA franc, we take the coefficients from Regression 2 (exp(1.03)-1=180%) and Regression 5 (exp(1.174)-1=224%).


� Appendix Tables A2 and A3 list membership in the East Caribbean CU and CARICOM, respectively.


� In Rose (2004), see footnote 21.


� Of course, the same applies analogously for all other coefficients.


� In contrast, the earlier literature on FX volatility and trade typically found them to be inversely related. See e.g. Hooper and Kohlhagen (1978), De Grauwe (1992).


� We use the “FEiLSDVj” estimation procedure of Andrews et al. (2006), which is based on partitioned regression techniques.


� Baltagi et al. (2003) also provide strong economic and statistical arguments in favor of our proposed three-way error components model. They, however, do not motivate the time-varying importer and exporter dummies with omitted price terms, but with country-specific political and institutional conditions and business cycles.


� Random effects estimation will be biased and inconsistent if the unobservables are correlated with the regressors included in the regression.


� The trade increase of 120% (=exp(0.80)-1) is calculated from the estimate corresponding to data at 5-year intervals, that Glick and Rose (2002) report in their Table 5.


� The main difference between our overall Rose-effect and Persson’s (2001) is that his is not statistically significant. Our methodology can be considered diametrically opposite to Persson’s as we rely on more rather than less (but very specific) observations to obtain reliable estimates of CU effects.


� Compare Appendix Tables A2 and A3.


� Apart from their static specification with standard country-pair controls, which is most comparable to ours (except for the omission of multilateral resistance controls), Bun and Klaasen (2007) also use a specification that allows the country-pair fixed effects to vary along a deterministic time trend. In Bun and Klaasen’s (2002) dynamic panel model, it is the long-run Euro impact which is most comparable to our estimates.


� The restricted model 12 can only be rejected in favor of the unrestricted model 11 at the 21% level on the basis of the relevant F-Statistic. See Table 2.


� GATT = General Agreement on Tariffs and Trade, WTO = World Trade Organization, IMF = International Monetary Fund, OEEC = Organization for European Economic Co-operation, OECD = Organization for Economic Co-operation and Development. Data on GATT/WTO membership is taken from Subramanian and Wei (2007). Data on IMF and OEEC/OECD membership is taken from these institutions’ websites at www.imf.org and www.oecd.org, respectively.


� We obtain per capita GDP and Population statistics from the Penn World Tables, version 6.2. Information on the land areas of the countries in our sample are taken from the CIA World Factbook at www.cia.gov/cia/publications/factbook/index.html. The difference in GDP per capita is also commonly used as a proxy for similarities in tastes, which Linder (1961) reasons to be trade enhancing.


� See Section 2 for more details.


� Note that the all other types of variables get absorbed into one of the three fixed effects.


� Our positive Heckscher-Ohlin (HO) coefficients imply that countries with similar factor endowments trade less. Thus, relatively little HO trade likely lowers the CU coefficients for CUs among very similarly endowed countries.


� See Eicher et al. (2007) and Eicher and Henn (2007).


� The only study to our knowledge providing an analysis comparable to ours with a focus on the Euro area is Flam and Nordstrom (2003).
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