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Phasic dopamine transmission is posited to act as a critical teaching
signal that updates the stored (or “cached”) values assigned to
reward-predictive stimuli and actions. It is widely hypothesized
that these cached values determine the selection among multiple
courses of action, a premise that has provided a foundation for
contemporary theories of decision making. In the current work we
used fast-scan cyclic voltammetry to probe dopamine-associated
cached values from cue-evoked dopamine release in the nucleus
accumbens of rats performing cost–benefit decision-making para-
digms to evaluate critically the relationship between dopamine-
associated cached values and preferences. By manipulating the
amount of effort required to obtain rewards of different sizes,
we were able to bias rats toward preferring an option yielding
a high-value reward in some sessions and toward instead prefer-
ring an option yielding a low-value reward in others. Therefore,
this approach permitted the investigation of dopamine-associated
cached values in a context in which reward magnitude and sub-
jective preference were dissociated. We observed greater cue-
evoked mesolimbic dopamine release to options yielding the
high-value reward even when rats preferred the option yielding
the low-value reward. This result identifies a clear mismatch be-
tween the ordinal utility of the available options and the rank
ordering of their cached values, thereby providing robust evidence
that dopamine-associated cached values cannot be the sole deter-
minant of choices in simple economic decision making.
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In contemporary theories of economic decision making, values
are assigned to reward-predictive states in which animals can

take action to obtain rewards, and these state-action values are
stored (“cached”) for the purpose of guiding future choices
based upon their rank order (1–5). It is believed that these
cached values are represented as synaptic weights within corti-
costriatal circuitry, reflected in the activity of subpopulations of
striatal projection neurons (6–9), and are updated by dopamine-
dependent synaptic plasticity (10–12). Indeed, a wealth of evi-
dence suggests that the phasic activity of dopamine neurons
reports instances in which current reward or expectation of fu-
ture reward differs from current expectations (13–24). This
pattern of activity resembles the prediction-error term from
temporal-difference reinforcement-learning algorithms, which
is considered the critical teaching signal for updating cached
values. A notable feature of models that integrate dopamine
transmission into this computational framework is that the
cached value of an action is explicitly read out by the phasic
dopamine response to the unexpected presentation of a cue that
designates the transition into a state in which that action yields
reward. Therefore, cue-evoked dopamine signaling provides a
neural representation of the cached values of available actions,
and if these cached values serve as the basis for action selection,
then cue-evoked dopamine responses should be rank ordered in
a manner that is consistent with animals’ behavioral preferences.
Numerous studies that recorded cue-evoked dopamine signal-

ing have reported correlations with the expected utility (subjective

value) of actions (24–36). For example, risk-preferring rats dem-
onstrated greater cue-evoked dopamine release for a risky option
than for a certain option with equivalent objective expected value
(reward magnitude times probability), whereas risk-averse rats
showed greater dopamine release for the certain than for the risky
option (30). Likewise, the cached values reported by dopamine
neurons in macaque monkeys accounted for individual monkeys’
subjective flavor and risk preferences, with each attribute weighted
according to its influence on behavioral preferences (31, 32).
These observations, which are consistent across measures of do-
pamine neuronal activity and dopamine release, reinforce the
prevailing notion that the dopamine-associated cached values
could be the primary determinant of decision making (2–5, 17, 28–
32) because the cue-evoked dopamine responses were rank or-
dered according to the animals’ subjective preferences. However,
there have been some reports that other economic attributes, such
as effortful response costs (35–38) or the overt aversiveness of an
outcome (39), are represented inconsistently by cue-evoked do-
pamine responses. For example, Gan et al. (35) showed that in-
dependent manipulations of two different dimensions (reward
magnitude and effort) that had equivalent effects on behavior did
not have equivalent effects on dopamine release. Paralleling these
findings, a recent report reached a similar conclusion that dopa-
mine transmission preferentially encodes an appetitive dimension
but is relatively insensitive to aversiveness (39).
Because these cue-evoked dopamine signals represent cached

values that are purported to determine action selection, their
differential encoding of economic dimensions has potentially
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Real-world decisions frequently involve tradeoffs between
multiple economic dimensions, and integration of benefits and
costs into a common currency of subjective value is funda-
mental to action selection. Phasic dopamine is widely regarded
as a critical teaching signal for learning the values assigned to
actions, and these stored (“cached”) values can be read out
from cue-evoked dopamine responses. Here, we observed
a significant inversion between animals’ behavioral prefer-
ences and the rank ordering of dopamine-reported cached
values, indicating that these cached values cannot be the sole
determinant of choices in simple economic decision making.
These data challenge the fundamental tenet of contemporary
theories of decision making which posit that dopamine-asso-
ciated cached values are sufficient to serve as the basis for
action selection.
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problematic implications in the context of decision making.
Namely, by extrapolating from these studies (35–39), one might
infer that when a decision involves the tradeoff between these
economic dimensions, the rank order of the dopamine-associ-
ated cached values for each of the available options would
not consistently reflect the ordinal utility of these options and
therefore these cached values could not, on their own, be the
basis of choices. However, this counterintuitive prediction was
not tested explicitly by any of these previous studies; thus it
remains a provocative notion that merits direct examination,
because it is contrary to the prevailing hypothesis described
above which is fundamental to contemporary theories of de-
cision making. Therefore, we investigated interactions between
dimensions that previously have been shown during inde-
pendent manipulations to be weakly or strongly incorporated
into these cached values. Specifically, we increased the amount
of effort required to obtain a large reward so that animals in-
stead preferred a low-effort option yielding a smaller reward,
and we used fast-scan cyclic voltammetry to record cue-evoked
mesolimbic dopamine release as a neurochemical proxy for
each option’s cached value. These conditions permitted us to
test whether the cached values reported via cue-evoked dopa-
mine indeed align with animals’ subjective preferences across
these mixed cost–benefit attributes.

Results
Food-restricted rats performed an instrumental decision-making
task with mixed reward and effort contingencies (Fig. 1A). Ses-
sions consisted of repeating blocks of four single-option forced
trials in which only one of the two options was available followed
by four choice trials in which both options were available con-
currently. After a 45 ± 15 s variable intertrial interval (ITI), each
trial began with the onset of one or both cue lights and the si-
multaneous extension of the corresponding lever(s). One lever
was a low-value/low-effort (LL) reference option, yielding one
food pellet for four lever presses. The alternative option yielded
a high-value reward (four pellets) for a medium-effort re-
quirement (eight presses) in the moderate-cost condition (high
value/medium effort, HM) or for a high-effort requirement in
the high-cost condition (high value/high effort, HH). During
initial training before dopamine transmission in the high-cost
condition was recorded, this high-effort requirement was de-
termined individually for each rat so that it preferred the LL
option. This high response cost ranged from 32–48 lever presses
among rats but remained constant within each session for a given
rat. A pair of voltammetry recordings (one session per coun-
terbalanced lever side assignments for the high- and low-value
options) was conducted for each condition. The behavioral cri-
terion was defined as 75% choice for the HM option in mod-
erate-cost sessions and for the LL option in high-cost sessions
within a sliding window of 12 consecutive choice trials. After
reaching this criterion, rats performed four additional blocks (32
trials), which provided the data analyzed from each session. Rats’
postcriterion choices revealed significant preferences for the HM
option in the moderate-cost condition (Fig. 1B; t8 = 7.095, P =
0.0001) and for the LL option in the high-cost condition (Fig. 1C;
t6 = 2.923, P = 0.0265).
To monitor mesolimbic dopamine transmission, we used fast-

scan cyclic voltammetry at carbon-fiber microelectrodes chroni-
cally implanted in the nucleus accumbens core (Fig. S1) (40).
Voltammetric recordings from postcriterion trials revealed phasic
increases in dopamine concentration following cue onset for all
trial types. Cue-evoked dopamine release during forced trials in
the moderate-cost condition was greater in HM trials than in LL
trials (Fig. 1D). To quantify this selectivity, at each time point, we
calculated a dopamine discriminability index (41) based on the
area under the receiver operating characteristic (auROC) curve
(42), which indicates the probability that an ideal observer could

correctly classify the trial type to which a randomly selected re-
sponse belongs. The auROC values, which range from 0 to 1,
were transformed [discriminability index = (auROC – 0.5) × 2] so
that an index approaching 1 indicates that the dopamine response
to an HM trial can be discriminated reliably as greater than the
response to a LL trial, an index of 0 indicates that the responses
from each trial type cannot be discriminated, and an index
approaching −1 indicates greater dopamine release in response to
the LL than to the HM option. This discriminability index time
course confirmed that the cue-evoked dopamine response to the
HM option was significantly greater than the response to the LL
option, an effect we observed regardless of the side to which each
option was assigned in the operant chamber (i.e., across the
counterbalanced pairs of recorded sessions within this group of
rats; Fig. S2A). The greater dopamine response to the preferred
HM option is consistent with numerous previous observations

Fig. 1. Task design, behavioral performance, and voltammetry results
from forced trials with simultaneous cue and lever onset (first cohort). (A)
Reward and effort contingencies for moderate-cost and high-cost sessions
(the box outlined in green signifies the preferred option). (B and C ) Mean
(+ SEM) postcriterion percent choice for moderate-cost sessions (***P =
0.0001, n = 9 rats) (B) and high-cost sessions (*P = 0.0265, n = 7 rats) (C ). (D
and E ) Mean (± SEM) cue-evoked dopamine release (Upper) and discrim-
inability index time series (Lower) in moderate-cost sessions (D, n = 11
recording sites) and in LL-preferred high-cost sessions (E, n = 10 recording
sites). (F and G) Mean (+ SEM) postcriterion percent choice (**P = 0.001,
n = 8 rats) (F) and mean (± SEM) cue-evoked dopamine release (G, Left) and
discriminability index time series (G, Right) in HH-preferred high-cost ses-
sions (n = 11 recording sites). For each discriminability index time course in
D, E, and G, the horizontal bar indicates time points of significant dis-
criminability (*P < 0.05, permutation tests).
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that options with greater subjective value are associated with
greater dopamine-reported cached values than less-preferred
options (24–36). However, in these moderate-cost sessions, ani-
mals’ preferences are driven predominantly by the HM option’s
greater reward value, a dimension that is robustly incorporated
into dopamine-associated cached values (24, 27, 32–36). Thus,
this condition demonstrated that these signals encode value-
related information but did not allow us to determine whether
dopamine-reported cached values still correlate with subjective
value when preferences are driven by a weakly encoded economic
dimension.
The critical test of this hypothesis was provided by the high-

cost sessions in which animals reached the behavioral criterion
for preferring the LL option, because the option yielding a larger
reward was rendered the nonpreferred option by its high effort
requirement, an attribute to which cue-evoked dopamine was
relatively insensitive in previous studies (35–38). If the cached
value signaled by cue-evoked dopamine reliably reflects sub-
jective value, we would expect greater dopamine release in re-
sponse to the preferred LL option. On the other hand, if the
dopamine-reported cached value is more sensitive to expected
reward value than to anticipated effort, we would expect a
greater response to the HH option that yields a larger reward,
despite the animals’ subjective preferences for the LL alterna-
tive. In these high-cost sessions, cue-evoked dopamine release in
the nucleus accumbens core was discriminable between HH and
LL forced trials, but only after the peak response (Fig. 1E and
Fig. S2B). Remarkably, the greater of these responses was for the
HH option, even though the LL option was significantly pre-
ferred. Therefore, in these high-cost sessions, the relative or-
dering of the cached values reported by cue-evoked dopamine
release was inconsistent with the subjective value of each option.
In other high-cost sessions in which rats failed to reach criterion
for the LL option but instead preferred the HH option (Fig. 1F;
t7 = 5.380, P = 0.001), dopamine release again was greater for
the HH option (Fig. 1G). Thus, across all session types there was
a greater dopamine-associated cached value for the high-value

option (HM or HH) than for the LL option, regardless of
whether the cost to obtain this high-value option was only
moderately higher or was much higher and regardless of whether
or not it was preferred over the LL option.
The cue-evoked mesolimbic dopamine response consistently

was more sustained for the high-value than for the low-value
option. However, during this sustained response, the remaining
cost to obtain the reward becomes incrementally smaller with
each lever press, and so this encoding pattern may reflect the
dynamically increasing subjective value. To rule out this possi-
bility, we conducted another set of experiments that allowed us to
assess the cached values reported via cue-evoked dopamine re-
lease in a 5-s period before the lever was available (Fig. 2 A–C;
significant postcriterion behavioral preferences in moderate-cost
sessions: t7 = 12.98, P = 3.74 × 10−6; HH-preferred high-cost
sessions: t9 = 5.267, P = 0.0005; and LL-preferred high-cost ses-
sions: t11 = 4.319, P = 0.0012). In this interval between cue and
lever presentation, the pattern of dopamine responses for each of
the sessions was comparable to the previous results, in that
mesolimbic dopamine release was greater for the option yielding
the high-value reward in all session types regardless of whether or
not it was preferred (Fig. 2 D–F). Importantly, there was signif-
icant discriminability between the high- and low-value options
before lever presentation, demonstrating that the greater sus-
tained response observed in high-value trials was not caused by its
increase in subjective value as the remaining response cost was
reduced with each lever press.
To examine further the relationship between these behavioral

and neurochemical data, we pooled the data for each session
across all the conditions in all the rats. We plotted the dopamine
discriminability index (the ability to discern the dopamine signal
over the 5 s following cue onset as being greater for the larger-
reward option than the smaller-reward option) as a function of
behavioral preferences in each session, using a choice index from
postcriterion behavior: choice index = [p(H) − 0.5] × 2, where
p(H) is the proportion of choices for the high-value option (HM
or HH). Thus, a choice index of 1 corresponds to 100% choice

Fig. 2. Behavioral performance and voltammetry results from forced trials with a 5-s cue-to-lever delay (second cohort). (A–C) Mean (+ SEM) postcriterion percent
choice for moderate-cost sessions (***P = 3.74 × 10−6, n = 8 rats) (A), HH-preferred high-cost sessions (***P = 0.0005, n = 10 rats) (B), and LL-preferred high-cost
sessions (**P = 0.0012, n = 12 rats) (C). (D–F) Mean (± SEM) cue-evoked dopamine release (Upper) and discriminability index time series (Lower) in moderate-cost
sessions (n = 9 recording sites) (D), in HH-preferred high-cost sessions (n = 11 recording sites) (E), and in LL-preferred high-cost sessions (n = 15 recording sites) (F).
For each discriminability index time course in D–F, the horizontal bar indicates time points of significant discriminability (*P < 0.05, permutation tests).
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for the high-value option, −1 indicates 100% choice for the LL
option, and 0 indicates indifference between the two options.
This analysis allowed us to test whether the dopamine-reported
cached values reflect subjective value. According to this pre-
vailing hypothesis, the data should occupy the upper-right and
lower-left quadrants of the graph exclusively. That is, the dopa-
mine discriminability index should be positive when rats pre-
ferred the high-value option (positive choice index) and negative
when rats preferred the LL option (negative choice index). In-
deed the majority of points with a positive choice index were in
the upper-right quadrant (43 of 44 sessions), significantly higher
than expected by chance (P = 5.16 × 10−12, binomial test).
However, the data diverged from this model in sessions with
a negative choice index, because the majority of these sessions did
not have a negative dopamine discriminability index. In fact,
a significant majority of the sessions with a negative choice index
had a positive dopamine discriminability index (19 of 23 sessions,
P = 0.0026, binomial test; Fig. 3A), favoring an alternative model
in which the dopamine discriminability index is positive regardless
of the animal’s preference (62 of 67 sessions, P = 1.42 × 10−13,
binomial test; Fig. 3B).
We next carried out a more detailed analysis of a utility model

relating the dopamine-reported cached values to choice and
compared this model with a model in which utility has no in-
fluence. We constructed the utility model as a regression line (y =
β1 × x + β0) constrained through the origin (β0 = 0; Fig. 3C) and
the alternative model as a constant with no slope (β1 = 0; Fig.
3D). Comparing the goodness-of-fit using the second-order bias-
corrected Akaike Information Criterion (AICc) (43, 44) based on
the residual sum of squares, the utility model provided an inferior
fit to the data than did the alternative model, which explicitly did
not account for utility (AICc = −97.30 vs. −154.27, respectively;
weight of evidence favoring the origin-constrained slope = 4.26 ×
10−13, vs. >0.999 favoring the constant with no slope). Although
the positive bias in the dopamine discriminability index, in-
dependent of preference, observed in the alternative model was
evident in all session types (Fig. 3E; one-sample t tests vs. zero:
moderate-cost sessions, t19 = 11.90, P = 2.98 × 10−10; HH-pre-
ferred high-cost sessions, t21 = 7.78, P = 1.28 × 10−7; LL-pre-
ferred high-cost sessions, t24 = 4.67, P = 9.61 × 10−5), its
magnitude differed among these conditions (one-way ANOVA:
F2,64 = 4.28, P = 0.018; Bonferroni-corrected post hoc tests:
moderate-cost vs. LL-preferred high-cost sessions, P = 0.015; LL-
preferred vs. HH-preferred high-cost sessions, P = 0.312; mod-
erate-cost vs. HH-preferred high-cost sessions, P = 0.638). In-
deed, a standard linear regression model including both a slope
and an intercept term as free parameters provided an improved
fit (Fig. 3F; AICc = −163.45) over the origin-constrained slope
(Fig. 3C), the constant line without slope (Fig. 3D), and discon-
tinuous lines (Fig. S3 and Table S1). In this unconstrained model,
the slope of the linear term differed significantly from 0 (β1 =
0.199 ± 0.057, t = 3.468, P = 9.34 × 10−4) and explained a small
proportion of the variance in the dopamine discriminability index
(r2 = 0.156). Nonetheless, the y-intercept of this regression model
also was significantly greater than 0 (β0 = 0.403 ± 0.038, t =
10.737, P = 4.89 × 10−16), suggesting that behaviorally indifferent
rats show greater cue-evoked dopamine release to a high-value
option than to a low-value option despite their lack of preference.
Moreover, this regression line remained positive for all possible
choice indices, meaning that dopamine release is greater for the
high-value option regardless of preference. Importantly, the type
of model that provided the best fit was not changed if we used the
data only from the cohort of animals with the 5-s cue-to-lever
delay (Fig. S4 and Table S2), if the counterbalanced session pairs
were treated as independent data points (Fig. S5 and Table S3),
or if we analyzed the peak dopamine release rather than the
auROC-based discriminability index (Fig. S6 and Table S4).

Collectively, these data indicate that, although the dopamine-
reported cached values showed a modest correlation with utility
in these experimental paradigms, this relationship is not sufficient
to make them a reliable instrument for determining choices.

Discussion
A preponderance of evidence supports the notion that phasic
dopamine transmission functions as a neural instantiation of the
temporal-difference prediction errors that drive reinforcement
learning (13–24). Accordingly, changes in dopamine transmission
are evoked whenever there is an unexpected reward-related
event, both when reward delivery differs from expectations and
when reward-predictive cues drive changes in expectation of
available reward. The latter exemplifies how the dopamine re-
sponse to unexpected cue presentation provides a readout of the
cached value assigned to that cue through temporal-difference
learning. These cached values are theorized to be used to de-
termine action selection, so that the preferred action is the one
associated with the cue with the greatest cached value (1–5). To
subserve this role in decision making, the cached values need to
incorporate any and all economic attributes insofar as those
attributes influence subjective preferences; that is, by definition,
the cached values must reliably reflect the ordinal utility of the
available actions as revealed by animals’ behavioral preferences.
Consistent with this premise, there have been numerous reports

Fig. 3. Models testing the relationship between dopamine-associated cached
values and subjective preferences. In all panels, blue points are moderate-
cost sessions (n = 20), red points are LL-preferred high-cost sessions (n = 25),
and purple points are HH-preferred high-cost sessions (n = 22). (A and B)
The x’s designate sessions violating the categorical models’ predictions. (A) The
expected utility categorical model predicts that all data should fall within the
upper-right and lower-left quadrants (green). (B) The expected benefits cate-
gorical model predicts that all data should fall within the upper quadrants
(green). (C) The expected utility regression model: linear regression constrained
through origin (y = β1 × x; β0 = 0). (D) The expected benefits regression model:
constant line, no slope (y = β0; β1 = 0). (E) The average dopamine discrimina-
bility index was significantly greater than 0 for each session type (***P < 0.001)
but was lower in the LL-preferred high-cost sessions than in the moderate-cost
sessions (*P = 0.015). (F) The standard linear regression model (y = β1 × x + β0).
Both the slope and intercept differ significantly from 0 (P < 0.001).
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in which dopamine-associated cached values incorporate many
economic attributes affecting animals’ behavioral preferences,
such as objective expected value (24–27, 35, 36), and some sub-
jective attributes, including risk preference (30–33), temporal
discounting (24, 28, 29), flavor or reward-type preference (31),
perceptual uncertainty (45, 46), and even preference for ad-
vanced information (34). Even though this system is based on
a cached-value (“model-free”) architecture, there have been
suggestions in the literature that it has access to “model-based”
information derived from inferential online computation (47),
further supporting the notion that the dopamine-associated
cached values are a common currency for economic decision
making (17). However, no matter how many positive correlations
between dopamine-associated cached values and subjective pref-
erences are observed, the existence of counterexamples in which
this relationship is reversed is sufficient to demonstrate that the
fundamental claim of decision-making theories—that cached val-
ues are all that is required to determine action selection—simply
cannot hold as a general principle. Accordingly, the current work
identifies circumstances in which there was a significant inversion
between the options’ ordinal utility and the rank ordering of their
dopamine-reported cached values. This breakdown in the re-
lationship between cached values and subjective value arose in
situations where the animals’ preferences were guided pre-
dominantly by effortful response cost, an economic dimension
which previous voltammetry (35, 38) and electrophysiology (36, 37)
studies have found to be weakly incorporated into the dopamine-
associated cached values. Therefore, despite robust evidence
that the dopamine-associated cached values do incorporate
several subjective attributes such as risk preference (30–33) and
temporal discounting (24, 28, 29), the current results by necessity
imply that these cached values alone are insufficient for de-
termining economic choices.
We have demonstrated that dopamine-associated cached

values are positively correlated with behavioral preferences in
some circumstances—those in which the benefits overshadow
the costs—but are diametrically opposed to preference order in
others in which the costs predominate in guiding animals’
choices. Therefore, valuations used in decision making cannot
be based on this simple cached-value–based system alone, be-
cause they must account for costs that influence action selec-
tion. Theorists have proposed that coexisting valuation systems
compete for the control of behavioral resources (1–5, 48).
Based on this competition framework, one could speculate that
choices were determined by an alternative valuation system
under circumstances in which costs outweigh benefits (i.e.,
when the dopamine-associated cached values did not correlate
with preference) and that the cached values were used as the
determinant of choice only when benefits overshadow costs.
However, this marginalized use of the cached-value system
would be quite limited, because real-world choices often are
strongly influenced by aversive or energetic costs. Moreover,
even when benefits do overshadow costs, there still are grada-
tions in preferences for incremental changes in response cost
(49), and so even these preferences cannot be based on a val-
uation system that is relatively insensitive to costs. Therefore,
additional information on costs is required to perform these
decision-making computations. Representations of costs in-
deed have been observed in areas such as the anterior cingulate
cortex (50–54), insular cortex (55, 56), and basolateral amyg-
dala (49, 57), all of which provide glutamatergic inputs that
converge on striatal projection neurons. Therefore, a more in-
tegrative valuation system could arise from the downstream
combination of benefit information from the dopamine-asso-
ciated cached values and cost information from other neural
sources. However, this concept of an incomplete valuation
system requiring additional information is not accommo-
dated in current theories (1–5, 48), whether they describe the

dopamine-associated valuation system alone or used in parallel
with alternative systems. Alternatively, it remains possible that
dopamine-associated cached values do not contribute to the se-
lection process at all but rather play a more nuanced role in
decision making that pertains to the performance or execution of
the selected action. This scenario would place the burden of
action selection on other reward-related structures. Indeed,
representations of subjective value have been observed in mul-
tiple cortical regions (53, 58–60). Perturbation of the cached
values (9, 21, 23) to test the extent of their contribution to action
selection could distinguish between these possibilities in future
experiments. Under any of these scenarios, however, the current
findings demonstrate that the dopamine-associated cached val-
ues alone are not sufficient to serve as the basis of simple eco-
nomic choices.
In the current work, we used cue-evoked mesolimbic dopa-

mine transmission as a means to examine cached values assigned
to reward options and identified circumstances in which animals
preferentially selected the option that did not have the greatest
cached value. This situation arose in the cost–benefit decisions of
the present experiment when the differences in response costs
overshadowed the differences in benefits. These findings dem-
onstrate a direct violation of the fundamental principle that
these cached values reflect animals’ subjective preferences and
are sufficient for determining choices. Therefore, we conclude
that dopamine-associated cached values cannot be used as the
sole determinant of cost–benefit decision making.

Materials and Methods
See SI Materials and Methods for additional details.

Subjects and Surgery. All procedures were approved by the University of
Washington Institutional Animal Care and Use Committee. Male Sprague–
Dawley rats (Charles River Laboratories), 250–300 g upon arrival, were
anesthetized with isoflurane for bilateral implantation of carbon-fiber
microelectrodes (40) targeting the nucleus accumbens core (1.3 mm ante-
rior, 1.3 mm lateral, 6.8–7.0 mm ventral to bregma) and an Ag/AgCl refer-
ence electrode. After at least 1 wk of postsurgery recovery, rats were food-
restricted to 90% of their ad libitum body weight with free access to water
in the animals’ home cages.

Mixed-Contingency Decision-Making Task. All sessions consisted of blocks of
four single-option forced trials in which only one of the two options was
available followed by four choice trials in which both options were con-
currently available. A 45 ± 15 s variable ITI separated each discrete trial, with
a maximum of 120 trials per session. As in initial training (SI Materials and
Methods), for the first cohort of rats each trial began immediately after the
ITI with the onset of one or both cue lights and the simultaneous extension
of the corresponding lever(s); for the second cohort the lever(s) extended 5 s
after the onset of the cue light(s). The mixed-contingency decision-making
task consisted of two types of sessions: moderate-cost and high-cost con-
ditions (Fig. 1A). In both conditions, one lever served as a low value/low
effort (LL) reference option, yielding one food pellet for four lever presses. The
alternative option yielded a high-value reward (four pellets) for a medium
effort requirement (eight presses) in the moderate-cost condition (high value/
medium effort, HM) or for a high effort requirement in the high-cost condi-
tion (high value/high effort, HH). Before voltammetric recordings were con-
ducted (SI Materials and Methods), this high effort requirement was
determined individually for each rat such that it preferred the LL option. The
final high effort requirements used in recording sessions ranged from 32–48
lever presses for rats in the first cohort and 32–128 presses for rats in the
second cohort. Behavioral criterion was defined as 75% choice for the HM
option in the moderate-cost condition and for the LL option in the high-
cost condition within a sliding 12-choice window. After reaching this cri-
terion, rats performed four additional blocks (32 trials), which provided
the data analyzed from each recording session. We also obtained re-
cordings from high-cost sessions in which rats did not reach the intended
criterion for the LL option and instead reached the opposite criterion,
preferring the HH option. The high effort requirements from these HH-
preferred high-cost sessions ranged from 32–64 presses for the first cohort
and 32–128 presses for the second cohort.
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Fast-Scan Cyclic Voltammetry Recording Sessions. Chronically implanted car-
bon-fiber microelectrodes were connected to a head-mounted voltammetric
amplifier for dopamine detection by fast-scan cyclic voltammetry as pre-
viously described (40). During recording sessions, a potential of −0.4 V
(versus the Ag/AgCl reference electrode) was applied to the carbon fiber and
ramped to +1.3 V and back at a rate of 400 V/s at 10 Hz. To confirm that
electrodes were capable of detecting chemically verified dopamine, a series
of unexpected food pellets was delivered before and after each recording
session. The voltammetry data from a recording session were included in the
analysis only if the pre- and postsession pellet deliveries elicited dopamine

release whose cyclic voltammogram (electrochemical signature) achieved
a high correlation (r2 ≥ 0.75 by linear regression) with that of a dopa-
mine standard.
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SI Materials and Methods
Subjects and Surgery. All procedures were approved by the Uni-
versity of Washington Institutional Animal Care and Use Com-
mittee. A total of 41 male Sprague–Dawley rats (Charles River
Laboratories), 250–300 g upon arrival, were used for this study.
Fourteen rats in the first cohort and 14 in the second cohort
completed recording sessions included in this study; four additional
rats were excluded because of electrode misplacement, three be-
cause of failure of electrodes to satisfy criteria for dopamine de-
tection, and six because of postsurgical complications (e.g., head-
cap loss). Rats were maintained on a 12-h light/dark cycle (lights on
at 0700), with all behavioral testing occurring during the light phase.
Rats were pair-housed until surgery, after which they were housed
individually. Rats were anesthetized with isoflurane for bilateral
implantation of carbon-fiber microelectrodes (1) targeting the nu-
cleus accumbens core (1.3 mm anterior, 1.3 mm lateral, 6.8–7.0 mm
ventral to bregma) and a Ag/AgCl reference electrode. After at
least 1 wk of recovery postsurgery, rats were food-restricted to 90%
their ad libitum body weight; for all subsequent behavioral proce-
dures, each rat received a total of ∼15 g of food/d consisting of
pellets earned as reward during behavioral sessions plus standard
laboratory chow after these sessions. Water was available ad libitum
in the animals’ home cages.

Initial Behavioral Training. In their home cages before the first
session of training, the food-restricted rats were exposed to the
45-mg food pellets (Bio-Serv dustless precision pellets) that served as
rewards for all subsequent sessions. All training sessions took place
between 0800 and 1800 in one of four standard operant chambers
(Med Associates). Each chamber was equipped with a central food
magazine andmagazine light, a retractable lever on either side of the
magazine (6 cm above the grid floor), a cue light above each lever,
a house light at the top back left corner of the chamber, and
a ventilation fan on the back wall of the sound-attenuating cabinet
around the operant chamber.
Rats underwent one session of magazine training in which a

total of 60 food pellets were delivered noncontingently, one at
a time with a variable time interval (60 ± 20 s). Training to press
levers for food pellets began the next day. One of the two cue
lights was illuminated (side counterbalanced between rats), the
corresponding lever was extended continuously for the duration
of the session, and each press was reinforced on a fixed ratio
(FR)-1 continuous reinforcement schedule until rats received
100 pellets in a 2-h session. If rats did not press the lever within
15–20 min, a pellet was placed behind the lever to encourage the
rat to interact with the lever. In the next session, the other cue
light was illuminated, and the lever was extended for another
100-pellet session reinforced on a continuous FR-1 schedule.
All subsequent sessions consisted of training on discrete trials:

After the rat completed the response requirement, the cue light
turned off, the lever retracted, a pellet was delivered into the food
magazine, and themagazine light was illuminated for 6 s, followed
by a variable ITI. At this stage of training, only one lever was
available on each trial (all trials were forced), and each session
consisted of 80 total trials (40 for each lever). For the first cohort
of rats, each trial began at the end of the ITI with the simulta-
neous onset of a cue light and extension of the corresponding
lever. For the second cohort, the cue light came on 5 s before lever
extension. Rats completed one session of FR-1 training with
a 20 ± 5 s ITI and unlimited time to initiate responding on each
trial. For all subsequent behavioral sessions, rats were connected
to a head-stage containing a voltammetric amplifier to habituate

them to the equipment used for eventual recording sessions.
While tethered, subsequent training consisted of one session each
of FR-1 with a 20 ± 5 s ITI, FR-4 with a 30 ± 10 s ITI, and FR-8
and FR-16 with a 45 ± 15 s ITI for all sessions thereafter. Starting
in the FR-16 session, failure to initiate responding within 10 s of
lever presentation resulted in an unrewarded “Miss.” Training on
FR-16 sessions continued until rats completed more than 90% of
the trials in a session. Rats then performed behavioral decision-
making sessions that included blocks of four single-option forced
and four dual-option choice trials, during which either the reward
magnitude or effort requirement differed between the two op-
tions, as in our previous study that included independent ma-
nipulations of reward and effort (2). For the reward-manipulation
sessions, each option required four lever presses, with one lever
yielding four pellets and the other yielding one pellet; for the
effort-manipulation sessions, each option yielded one food pellet,
with one requiring four lever presses and the other requiring 32
presses. The contingencies assigned to each lever side were
reversed between each session, and each rat performed daily
sessions of either the reward or effort manipulation (order
counterbalanced) until it reached criterion (75% choice in a
sliding window of 12 choice trials) in fewer than 80 trials for both
lever side assignments. After completing both the reward- and
effort-manipulation stages, rats then advanced to the mixed-
contingency decision-making task described below.

Mixed-Contingency Decision-Making Task. All sessions consisted of
blocks of four single-option forced trials in which only one of the
two options was available followed by four choice trials in which
both options were available concurrently. In choice trials, the
unchosen lever retracted and the cue light turned off once the rat
made an initial press on the chosen lever. A 45 ± 15 s variable ITI
separated each discrete trial, with a maximum of 120 trials per
session. As in prior training, for the first cohort of rats each trial
began immediately after the ITI with the onset of one or both
cue lights and the simultaneous extension of the corresponding
lever(s), and for the second cohort the lever(s) extended 5 s after
the onset of the cue light(s).
The mixed-contingency decision-making task consisted of two

types of sessions: moderate-cost and high-cost conditions (Fig.
1A). In both conditions, one lever served as a low value/low ef-
fort (LL) reference option, yielding one food pellet for four lever
presses. The alternative option yielded a high-value reward (four
pellets) for a medium-effort requirement (eight presses) in the
moderate-cost condition (high value/medium effort: HM) or for
a high-effort requirement in the high-cost condition (high value/
high effort: HH). Before voltammetric recordings were con-
ducted, this high-effort requirement was determined individually
for each rat so that the rat preferred the LL option. For the first
cohort, the lever side assigned to the low- vs. high-value options
was reversed every two behavioral sessions; if a rat did not re-
liably prefer the LL option in both side configurations, the effort
requirement for the HH option was increased by eight presses for
the subsequent high-cost session, but the effort requirement al-
ways remained constant within a given session. The same pro-
cedure was used to determine the high-effort requirement for the
second cohort, except the lever side assignments were reversed
pseudorandomly every one to three sessions. The final high-effort
requirements used in recording sessions ranged from 32–48 lever
presses for rats in the first cohort and from 32–128 presses for
rats in the second cohort. For both cohorts, recordings were
conducted after rats had performed at least eight behavioral
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sessions of a given condition (2) and always were conducted on
the second session with a given lever side assignment. The be-
havioral criterion was defined as 75% choice for the HM option
in the moderate-cost condition and for the LL option in the high-
cost condition within a sliding 12-choice window. After reaching
this criterion, rats performed four additional blocks (32 trials)
that provided the primary data analyzed from each recording
session. We also obtained recordings from high-cost sessions in
which rats did not reach the intended criterion for the LL option
and instead reached the opposite criterion, preferring the HH
option. The high-effort requirements from these HH-preferred
high-cost sessions ranged from 32–64 presses for the first cohort
and 32–128 presses for the second cohort.

Fast-Scan Cyclic Voltammetry Recording Sessions. The chronically
implanted carbon-fiber microelectrodes were connected to a
head-mounted voltammetric amplifier for dopamine detection by
fast-scan cyclic voltammetry as previously described (1). A po-
tential of −0.4 V (versus the Ag/AgCl reference electrode) was
applied to the carbon-fiber microelectrode and ramped to +1.3 V
and back at a rate of 400 V/s. This voltammetric scan was applied
at a frequency of 60 Hz for ∼40 min before the behavioral ses-
sions were recorded and then at 10 Hz for ∼20 min before and
throughout the recording session. To confirm that electrodes
were capable of detecting chemically verified dopamine, a series
of unexpected food pellets was delivered before and after each
recording session. The voltammetry data from a recording session
were included in the analysis only if the pre- and postsession pellet
deliveries elicited dopamine release whose cyclic voltammogram
(electrochemical signature) achieved a high correlation (r2 ≥ 0.75
by linear regression) with that of a dopamine standard.

Statistical Analyses. Postcriterion choice proportions were normal-
ized with the arcsine transformation and compared with in-
difference using two-tailed, one-sample t tests in SPSS (IBM).
Voltammetry data analysis was carried out using software written
in LabView and Matlab. Following 2000-Hz low-pass filtering,
dopamine was isolated from the background (1 s before cue onset)-
subtracted voltammetric signal using chemometric analysis (3) us-
ing a standard training set based on stimulated dopamine release
detected by chronically implanted electrodes (1). Dopamine con-
centration was estimated based on the average postimplantation
electrode sensitivity. Noise spikes >1.5 nA versus the immediately
preceding and following time points were removed (2), and the
data were smoothed using a 0.5-s moving average.
The discriminability of cue-evoked dopamine responses in the

different forced trial types was analyzed at each time point using
the auROC, an approach from signal-detection theory (4). The
high-value option (HM or HH) always was coded as the positive
case in comparisons with the LL option, and auROC values were
not rectified around 0.5 (i.e., if the LL option had evoked
a greater dopamine response, the auROC values would have
been less than 0.5). Significant discriminability at each time point
was determined using a random permutation test, shuffling the
trial types and recomputing the auROC and repeating this pro-
cess for 2,000 permutations to generate a null distribution. After
correcting for multiple comparisons across time using a supra-

threshold cluster-correction technique (5, 6), all time points
outside the 95% confidence interval were considered statistically
significant. For graphical display purposes, all auROC values
were transformed to a dopamine discriminability index ranging
from −1 to 1: discriminability index = 2 × (auROC − 0.5).
To test the relationship between dopamine-associated cached

values and subjective preference, we computed a dopamine
discriminability index and a choice index to summarize each
recorded session. The mean change in dopamine concentration
over 5 s following cue onset for each postcriterion trial was used
to calculate the auROC for a given session (HM or HH trials as
positive cases, LL trials as negative cases), and each session’s
auROC was transformed to a dopamine discriminability index as
above: discriminability index = 2 × (auROC − 0.5). Thus, a do-
pamine discriminability index approaching 1 indicates a greater
dopamine response to the high-value option (HM or HH),
whereas an index of −1 indicates a greater response to the LL
option, and an index of 0 indicates equivalent dopamine release
to either option. Likewise, the choice index was calculated by
transforming the postcriterion choice behavior in each session:
choice index = 2 × [p(H) − 0.5], where p(H) is the proportion of
choices for the high-value option (HM or HH), so that a choice
index of 1 corresponds to 100% choice for the high-value option,
−1 indicates 100% choice for the LL option, and 0 indicates
indifference between the two options. Categorical models of
expected utility and expected benefits were evaluated with bi-
nomial tests of the number of sessions violating or satisfying the
models’ predictions, and regression models were evaluated by
comparing the goodness-of-fit using the second-order AICc (7,
8) based on the residual sum of squares.
Finally, to test for the possibility of direction-selective encoding

by mesolimbic dopamine, we examined the counterbalanced pairs
of recorded sessions from the first cohort of rats to compare the
cue-evoked dopamine response during forced trials for each option
when it was assigned to the lever side ipsilateral versus contralateral
to the hemisphere of the recording electrode. Within each trial
type, the dopamine responses were indistinguishable between the
two lever side assignments (Fig. S2). Moreover, we observed the
same pattern of greater dopamine transmission for the high-value
option regardless of the lever assignment configuration. Because
these results do not reflect direction encoding by mesolimbic
dopamine, for the second cohort we included all recorded sessions
meeting the electrochemical and behavioral criteria regardless of
whether the counterbalanced pair was obtained.

Histological Verification of Recording Site.Animals were anesthetized
with ketamine (100 mg/kg) and xylazine (20 mg/kg), and the re-
cording site was marked by passing a current (∼70 μA) through the
carbon-fiber microelectrode for 20 s to make a small electrolytic
lesion. Animals were perfused transcardially with physiological
saline and then with 4% (wt/vol) paraformaldehyde in PBS, in
which brains also were postfixed after removal from the skull.
Brains were sunk in 15% (wt/vol) sucrose solution in PBS for 24 h,
in 30% (wt/vol) sucrose for at least 72 h, flash frozen in dry ice,
sectioned coronally (30–60 μm) on a cryostat, mounted on slides,
and stained with a 0.5% cresyl violet solution.
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Fig. S1. Recording locations in the nucleus accumbens core in the first (A) and the second (B) cohorts of rats. The numbers next to each section indicate
distance in millimeters anterior to bregma. Adapted from Paxinos G, Watson C (2005) Rat Brain in Stereotaxic Coordinates (Elsevier Academic, Burlingame, MA)
5th Ed.
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Fig. S2. Lack of direction-selective encoding by mesolimbic dopamine. (A, Upper) Mean (± SEM) cue-evoked dopamine release during forced trials from the
side-counterbalanced pairs of moderate-cost sessions recorded in rats in the first cohort, separated by lever side assignment. (Upper Left) Sessions in which the
HM option (blue) was assigned to the lever ipsilateral to the hemisphere of the carbon-fiber microelectrode and the LL option (gray) was contralateral. (Upper
Center) Sessions in which the HM option (blue) was assigned to the lever contralateral to the hemisphere of the electrode and the LL option (gray) was ip-
silateral. (Upper Right) Mean (± SEM) discriminability index time series comparing forced trials from the side-counterbalanced pairs. Neither the HM con-
tralateral vs. HM ipsilateral comparison (blue) nor the LL contralateral vs. LL ipsilateral comparison (gray) ever reached significance. (Lower) Mean (± SEM)
discriminability index time series comparing HM vs. LL forced trials within each session, with lever assignments defined as above. Horizontal bars indicate time
points of significant discriminability (*P < 0.05, permutation tests). (B, Upper) Mean (± SEM) cue-evoked dopamine release during forced trials from the side-
counterbalanced pairs of high-cost sessions recorded in rats in the first cohort reaching behavioral criterion for preferring the LL option, separated by lever side
assignment. (Upper Left) Sessions in which the HH option (red) was assigned to the lever ipsilateral to the hemisphere of the carbon-fiber microelectrode and
the LL option (gray) was contralateral. (Upper Center) Sessions in which the HH option (red) was assigned to the lever contralateral to the hemisphere of the
electrode and the LL option (gray) was ipsilateral. (Upper Right) Mean (± SEM) discriminability index time series comparing forced trials from the side-
counterbalanced pairs. Neither the HH contralateral vs. HH ipsilateral comparison (red) nor the LL contralateral vs. LL ipsilateral comparison (gray) ever reached
significance. (Lower) Mean (± SEM) discriminability index time series comparing HH vs. LL forced trials within each session, with lever assignments defined as
above. Horizontal bars indicate time points of significant discriminability (*P < 0.05, permutation tests).
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Fig. S3. Additional models testing the relationship between dopamine-associated cached values and subjective preferences. (A) Modeling the discriminability
index with two constants, depending on whether the low- or high-value option was preferred (AICc = −158.86). (B) Separate linear regressions for cases in
which the low- vs. high-value option was preferred (AICc = −159.53). Each provided a better fit than either the origin-constrained utility model (AICc = −97.30,
Fig. 3C) or the single-constant without slope (AICc = −154.27, Fig. 3D) but was not better than the standard linear regression model (AICc = −163.45, Fig. 3F). As
in Fig. 3, blue points represent moderate-cost sessions, red points are LL-preferred high-cost sessions, and purple points are HH-preferred high-cost sessions.
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Fig. S4. Models from Fig. 3 and Fig. S3 including only the data from the second cohort (5-s cue-to-lever delay). (A) The expected utility regression model:
constrained through origin (AICc = −54.26). (B) The constant line without slope (AICc = −87.25). (C) The standard linear regression (AICc = −90.80; r2 = 0.1564).
Both the slope and intercept differ significantly from 0 (β1 = 0.162 ± 0.066, t = 2.473, P = 0.019; β0 = 0.368 ± 0.045, t = 8.210, P = 1.76 × 10−9). (D) Two constants,
depending on whether the low- or high-value option was preferred (AICc = −89.67). (E) Separate linear regressions for cases in which the low- vs. high-value
option was preferred (AICc = −85.69). In all panels, blue points are moderate-cost sessions, red points are LL-preferred high-cost sessions, and purple points are
HH-preferred high-cost sessions.
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Fig. S5. Models from Fig. 3 and Fig. S3 splitting the pairs of counterbalanced sessions and treating each as an independent data point. (A) Expected utility
regression model: constrained through origin (AICc = −162.50). (B) Constant line without slope (AICc = −248.43). (C) Standard linear regression (AICc = −257.66;
r2 = 0.0822). Both the slope and intercept differ significantly from zero (β1 = 0.172 ± 0.050, t = 3.413, P = 8.56 × 10 − 4; β0 = 0.411 ± 0.035, t = 11.900, P = 1.52 ×
10 − 22). (D) Two constants, depending on whether the low- or high-value option was preferred (AICc = −253.61). (E) Separate linear regressions for cases in
which the low- vs. high-value option was preferred (AICc = −253.69). In A–E, blue points are moderate-cost sessions, red points are LL-preferred high-cost
sessions, and purple points are HH-preferred high-cost sessions.
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Fig. S6. Models from Fig. 3 and Fig. S3 using a peak dopamine index [(H − L)/(H + L)] instead of the auROC-based discriminability index. (A) Expected utility
regression model: constrained through origin (AICc = −172.77). (B) Constant line without slope (AICc = −180.93). (C) Standard linear regression (AICc = −190.74;
r2 = 0.1639). Both the slope and intercept differ significantly from zero (β1 = 0.167 ± 0.047, t = 3.570, P = 6.77 × 10 − 4; β0 = 0.146 ± 0.031, t = 4.776, P = 1.06 ×
10 − 5). (D) Two constants, depending on whether the low- or high-value option was preferred (AICc = −185.73). (E) Separate linear regressions for cases in
which the low- vs. high-value option was preferred (AICc = −188.27). In A–E, blue points are moderate-cost sessions, red points are LL-preferred high-cost
sessions, and purple points are HH-preferred high-cost sessions.
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Table S1. AICc and weights of evidence for each model from
Fig. 3 and Fig. S3

Model
Free

parameters AICc Weight for model

Origin-constrained slope 2 −97.30 3.45 × 10−15

Constant with no slope 2 −154.27 0.0081
Standard linear regression 3 −163.45 0.7991
Two constants 3 −158.86 0.0802
Two linear regressions 5 −159.53 0.1125

Table S2. AICc and weights of evidence for each model from
Fig. S4

Model
Free

parameters AICc Weight for model

Origin-constrained slope 2 −54.26 6.39 × 10−9

Constant with no slope 2 −87.25 0.0932
Standard linear regression 3 −90.80 0.5511
Two constants 3 −89.67 0.3130
Two linear regressions 5 −85.69 0.0427

Table S3. AICc and weights of evidence for each model from
Fig. S5

Model
Free

parameters AICc Weight for model

Origin-constrained slope 2 −162.50 1.69 × 10−21

Constant with no slope 2 −248.43 0.0077
Standard linear regression 3 −57.66 0.7821
Two constants 3 −253.61 0.1029
Two linear regressions 5 −253.69 0.1073

Table S4. AICc and weights of evidence for each model from
Fig. S6

Model
Free

parameters AICc Weight for model

Origin-constrained slope 2 −172.77 9.11 × 10−5

Constant with no slope 2 −180.93 0.0054
Standard linear regression 3 −190.74 0.7244
Two constants 3 −185.73 0.0593
Two linear regressions 5 −188.27 0.2108
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