Neural Basis of Motivational and

Cognitive Control

edited by Rogier B. Mars, Jéréme Sallet,
Matthew F. S. Rushworth, and Nick Yeung

From The MIT Press

The MIT Press M |TCOQ Net




2011 Massachusetts Institute of Technology

All rights reserved. No part of this book may be reproduced in any form by any electronic or mechanical
means (including photocopying, recording, or information storage and retrieval) without permission in
writing from the publisher.

For information about special quantity discounts, please email special_sales@mitpress.mit.edu

This book was set in Times Roman by Toppan Best-set Premedia Limited. Printed and bound in the
United States of America.

Library of Congress Cataloging-in-Publication Data

Neural basis of motivational and cognitive control / edited by Rogier B. Mars . . . [et al.].
cm.
Includes bibliographical references and index.
ISBN 978-0-262-01643-8 (hardcover : alk. paper)
1. Motivation (Psychology)—Physiological aspects. 2. Cognition—Physiological aspects. 3. Frontal
lobes. I. Mars, Rogier B.
[DNLM: 1. Motivation—physiology. 2. Cognition—physiology. 3. Frontal Lobe—physiology.
QP 409]
QP409.N48 2012
612.8"233—dc22
2011010089

10 9 8 7 6 5 4 3 21



The Influence of Dopamine in Generating Action from
Motivation

Mark E. Walton, Jerylin O. Gan, and Paul E. M. Phillips

There is cognitive separation between evaluating what one finds desirable or
rewarding and working out how and whether to obtain such goals. Traditionally,
the study of central nervous system function divided neatly between these two facul-
ties: one approach looking at how an organism maintains the equilibrium in its
internal milieu, and another focusing on the regulation of movements in the external
environment.”” Many contemporary studies of cognitive control have also tended
to treat these processes as separate, and have generally concentrated on the latter
faculty. Classic paradigms such as the Stroop task or Erikson flanker task provide
response selection problems through the combination of distracting stimuli and
deterministic task rules, and might seem to have little particular regard to how
this might be influenced by the internal motivation of the participants, though see
“emotional” Stroop tasks for examples of how even this task can be tacitly adapted
to tap into unconscious motivations.'*

Working from the premise that a primary function of the control of action stems
from a requirement to place the organism in a position to satisfy its needs and
ultimately to ensure its survival, however, this separation of systems into either
“motivation” or “action” might be argued to be artificial and potentially limiting.
Instead, an important question arises as to which neural systems bridge the divide
between motivation and action and how they allow us to translate often competing
desires into a coherent action plan. It is not difficult to imagine that such a basic
and necessary behavior as deciding whether to perform an action for reward would
require coordinated action across multiple brain regions. While there have been
several recent candidate regions, particularly in the frontal and parietal lobes,””"%
the focus of this chapter is on parts of the striatum and the dopamine projections
to this region, with special emphasis on the nucleus accumbens (NAc), which was
arguably the first structure proposed to act as a “limbic-motor interface.”®

The dopamine projection to the NAc arises from a midbrain nucleus called the
ventral tegmental area (VTA) and is referred to as the “mesolimbic” dopamine
system, to differentiate it nominally from the fibers originating in the dorsal
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substantia nigra known as the “nigrostriatal” dopamine system. This division has
also been, respectively, associated with a reward versus motor functional dichot-
omy.'” Although there is little doubt that mesolimbic dopamine is important for
modulating behavioral control, its exact role has remained controversial. One
potential reason for this is limited appreciation of the types of incentives that might
drive an organism to engage in or desist with a particular course of action. Much
work has looked at how the anticipation of reinforcers and rewards might guide
response selection, but there has been less appreciation of other factors that may
modulate choices, such as the costs of a course of action, the novelty of exploring
options, or current motivational state.

In the present chapter, we address the question of what role or roles the meso-
limbic dopamine projection might play in helping translate motivation into action
and in allowing one course of action to be selected in the face of competing, benefi-
cial alternatives. We first investigate how mesolimbic dopamine came to be impli-
cated in signaling reward and motivating an animal to action. We then discuss how
dopamine transmission may promote responding to environmental cues and how
this may be important for promoting control of action in some situations and dis-
inhibition in others. Finally, we consider the limitations of the dopamine signal,
focusing particularly on its role in guiding decisions when the utility of an outcome
depends on the expected costs to be overcome as well as, or instead of, the antici-
pated benefits to be obtained.

Anatomy and Physiology of Mesolimbic Dopamine

The importance of dopamine as a chemical neurotransmitter in its own right and
its function in motivation and reinforcement were realized only in the second half
of the 20th century."®!'® Dopamine is a modulatory neurotransmitter, classically
thought to modulate coincident glutamatergic input in neighboring terminals.
Whereas glutamatergic neurons make asymmetric synapses on the heads of den-
dritic spines, dopaminergic neurons synapse symmetrically on dendritic shafts and
the necks of spines. In fact, the dopamine innervation of the striatum is so dense, it
is thought that every structure in the striatum will be within range of a concentra-
tion of dopamine sufficient to stimulate both low- and high-affinity receptors
following activation of dopamine neurons.®

Dopamine acts on a family of G-protein—coupled receptors classified as either
D1-like (D1 and DS5) or D2-like (D2, D3, D4). These receptors regulate intracellular
signaling cascades in a cyclic adenosine monophosphate (cAMP)-dependent
manner, where D1-like receptors increase and D2-like receptors decrease cAMP
production.®” D2-like receptors are expressed both pre- and postsynaptially, whereas
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D1-like-receptor expression is limited to postsynaptic locations. In addition to their
action on cAMP production, D2-like receptors regulate ion-channel conductance
through the G-protein By complex, generally reducing cell excitability; and, as was
shown recently, they participate in B-arrestin-2-dependent cell signaling using the
protein-kinase-B/glycogen-synthase-kinase-3 pathway.” Thus, while D1-like recep-
tors are generally considered to be excitatory and D2-like receptors inhibitory, these
inferences are clearly oversimplifications. DA neurons exhibit multiple firing pat-
terns: quiescence, tonic, slow-oscillatory/pacemaker (2-10 Hz), and phasic (bursting,
15-30 Hz) firing**“**°"'" The pacemaker-like pattern results in a “tonic” extracel-
lular concentration of dopamine (5-20 nM) assessable on a minute-by-minute time
scale with microdialysis.'”® “Phasic” firing arises from short-latency (70-100 msec),
short duration (100-200 msec) bursts of dopaminergic neuron firing that result in
transient elevations of extracellular dopamine up to 1 uM.'" It is believed that the
temporally distinct patterns of dopaminergic firing convey information that sub-
serves distinct but related behaviors, although the precise roles of tonic and phasic
signals and their interaction remain to be fully elucidated.*'

The majority of dopamine neurons arise from ventroanterior midbrain nuclei,
which include the substantia nigra pars compacta (SNc: areas A8 and A9) and VTA
(area A10) (fig. 10.1). Afferent inputs into the VTA include glutamatergic input from
many parts of the brain,” including prefrontal cortex, amygdala, lateral hypothala-
mus, superior colliculus, along with the adjacent pedunculopontine tegmental
nucleus (PPTg) and laterodorsal tegmental nucleus (LDT).* The PPTg and LDT
also send cholinergic and GABAergic projections to the VTA.* Other GABAergic
projections to the VTA originate from the ventral pallidum, the NAc, and the ros-
tromedial tegmentum, as well as from local-circuit connections within the VTA.
Additionally, the VTA receives serotonergic input from the dorsal raphe and nor-
adrenergic input from the locus coeruleus.** Unlike the VTA, the major inputs to
the SNc are inhibitory, consisting of GABAergic innervation from the striatum,
globus pallidus, ventral pallidum, and the substantia nigra pars reticulata (SNr).%
Excitatory inputs, though in the minority, arise from the subthalamic nucleus, amyg-
dale, and PPTg.**™

Dopaminergic projections from these nuclei comprise three main projection path-
ways: the nigrostriatal, the mesolimbic and the mesocortical pathway (figure 10.1).
The nigrostriatal and mesolimbic dopaminergic pathways heavily but differentially
innervate the striatum. SNc A8 dopaminergic neurons of the nigrostriatal pathway
mainly innervate the dorsolateral striatum, while mesolimbic VTA neurons mainly
innervate the ventral striatum, including NAc. Other neurons of the nigrostriatal
pathway originating from A9 innervate a broad, intermediate area primarily in the
dorsolateral striatum but reaching areas considered in the ventromedial stria-
tum.”'” This anatomical gradient from the dorsolateral to ventromedial striatum
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Figure 10.1

Schematic of the primary afferents and efferents of the midbrain dopaminergic nuclei depicted on a
rodent brain. Although the correspondence between the midbrain dopamine pathways in rodents and
primates is large, there are some important differences in both the putative definitions of the VTA and
SNc and the density of projections to regions such as mediodorsal nucleus of the thalamus and non-
prefrontal cortex; for example, see ref. 30 for a more detailed discussion of these differences. As the focus
of this chapter is on rodent studies, the anatomy and physiology where described will be consistent with
the rodent dopamine system.

mirrors a functional differentiation demonstrated by both recording and interfer-
ence studies across mammalian species: while dorsolateral striatum is implicated in
a range of sensorimotor functions, ventromedial striatum has a more direct connec-
tion with rewards and motivated behavior. For the purposes of this chapter, we
largely concentrate on control of behavior by phasic changes in dopamine in meso-
limbic pathways, although a number of the principles may well be common to
both systems.

Dopamine, Drives, and Reward

One of the earliest sets of experiments to investigate how motivations might
be translated into actions in the brain came from the accidental discovery that
electrical stimulation delivered to parts of the limbic forebrain when an animal
made a particular response would cause an animal to repeat that action.™ These
responses might be as simple as pressing a lever or positioning in a box or may
involve navigating correctly in a complex maze. In some situations, the intracranial
self-stimulation (ICSS) would act as such a potent positive reinforcer that animals
would overcome electric shocks or even forgo food when starving to achieve the
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stimulation.” More recently, it has been argued that stimulation parameters can be
titrated so that animals will trade off stimulation for other positive reinforcers such
as sucrose or saline dependent on their internal state, suggesting that ICSS might
be acting as a “payoff” signal in a computation of the overall subjective utility of
the available options.” ICSS sites included parts of the cortex, hippocampus, lateral
hypothalamus, NAc, and “as far back as the tegmentum.”™

Although the relationship between ICSS and natural rewards and the anatomical
basis for ICSS is not fully resolved, the coincidence between some of the potent
sites for electrical stimulation and the location of either the cell bodies, axons, or
major terminal regions of mesolimbic dopamine neurons suggested a possible con-
nection between dopamine and control of motivated behavior. However, it should
be noted that characterization of threshold and optimal electrical-stimulation
parameters favors the primary activation of small myelinated fibers, rather than
dopamine axons, which are large and unmyelinated.” Nonetheless, support for an
important role of dopamine transmission in ICSS-mediated reinforcement comes
from pharmacological and lesion studies that showed injections of dopamine antag-
onists into the median forebrain bundle, which carries mesolimbic dopamine fibers,
or large dopaminergic lesions could attenuate ICSS with electrodes placed around
the VTA, whereas amphetamine, an indirect dopaminergic agonist, caused a reduc-
tion in the stimulation threshold required to sustain responding.” Microdialysis
studies in the NAc have reported persistent raised dopamine tone during repeated
VTA-centered ICSS, and there is also separate evidence that animals would
acquire ICSS only if electrical stimulation resulted in this phasic elevation of extra-
cellular dopamine concentrations as detected by fast-scan cyclic voltammetry.* At
a cellular level, it has been shown that the rate of learning of ICSS correlates with
the dopamine-dependent potentiation of corticostriatal synapses.** Although it is
likely that ICSS can occur in certain circumstances without direct activation of
dopaminergic neurons or phasic increases in dopamine concentration,® the per-
sistent impression nonetheless remains of a role for subcortical dopamine in provid-
ing a component of a reward signal that can motivate or even entirely control
current behavior.

A second line of evidence implicating dopamine in the translation of drives into
actions comes from research into a situation paradigmatic of the loss of control,
namely, addiction. Addiction is defined as a loss of control over some aspect of
behavior accompanied by a compulsive drive to continue with such behavior in spite
of negative consequences.” As mentioned earlier, psychostimulants such as amphet-
amine are known to enhance ICSS, suggesting a link between the drugs, reward, and
dopamine.” Many drugs of abuse increase dopamine levels in NAc and in other
parts of the striatum, """ and the direct effects of these drugs on motor function
can be attenuated by low levels of dopamine antagonists.”® More recently, several
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lines of evidence have implicated striatal dopamine release and dopamine receptor
availability in NAc in aspects of vulnerability to addiction, which in turn seems
connected with aspects of impulse control.”*"* It is not just drugs of abuse that
are associated changes in dopamine function. Other compulsive behaviors such as
pathological levels of gambling, shopping, or binge eating have been observed in
patients taking dopamine agonists.”'® Although the complex functional and neu-
robiological facets of addiction and compulsion are beyond the scope of this chapter,
and certainly extend beyond NAc dopamine, the preceding findings nonetheless
again underline an indelible link between subcortical dopamine and aspects of
behavioral control.

A third indication of the role subcortical dopamine might play in aiding the
translation from motivation to action comes from studies of Parkinson’s disease.
Although Parkinson’s disease primarily causes the progressive loss of dopamine
neurons in SN, there is also some depletion of dopamine within mesolimbic path-
ways, particularly at later stages of the disease.”> Though this disorder is usually
associated with a variety of motor disturbances such as akinesia, rigidity, and tremor,
another extremely common symptom is apathy, believed to occur in as many as 70%
of patients.®® The degree of apathy has been correlated with catecholamine levels
in the ventral striatum,” and levodopa can help increase levels of motivation in at
least a proportion of patients with Parkinson’s disease.”” More recently, it has been
suggested that some symptoms classified as problems with general motor function,
such as bradykinesia, might be partly based on changes in motivation to act.*’ In a
speed-accuracy trade-off task, patients with Parkinson’s disease were found to be
just as able as controls to make the appropriate movements accurately within the
required speed range. However, these patients were shown to make significantly
more slow movements when the task was made more difficult, as if they had become
more sensitive to the energetic demands of the movement. Therefore, a deficit
that had been previously classified as a pure motor impairment was instead shown
to be a problem with correctly integrating the costs and benefits of a response,
implying that dopamine may be critical not just for making movements, but also for
motivating a desire to act.”

Dopamine, Cue Control, and Prediction

The preceding lines of evidence strongly implicate mesolimbic dopamine as playing
a critical role in motivating actions and the control of behavior. Nonetheless, taking
evidence from ICSS, addiction, and Parkinson’s disease in isolation—each of which
provides a heterogenous model of behavior and is underpinned by a complex under-
lying neurobiology—does not easily allow us to specify what that role might be. This
is partly because dopamine transmission and the effects of dopamine disruption
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vary substantially in different parts of the striatum (and cortex) based on both
ascending and descending anatomical projections,>*"'*® even though many electro-
physiological studies have tended to report largely similar responses across their
sampled putative dopamine neurons during behavior, whether recording from the
VTA or SNc.”

Up until now, we have treated both the terms “motivation” and “action” as unitary
concepts. However, it has been long appreciated that the former can be divided
behaviorally and neurobiologically into a preparatory, anticipation phase prior to
the receipt of a reward and a consummatory phase once reward has been obtained.**
This partially overlaps with the psychological idea that an animal might be moti-
vated by incentive properties to “want” to gain a particular reward separate from
the degree to which the reward may cause any pleasure or “liking” when received."
Equally, appetitive actions can be guided by associations with stimuli or with par-
ticular instrumental responses, each of which may either evoke a rich representation
of the predicted contingent outcome (i.e., when behavior is “goal-directed”), or may
instead control either automatic responses that are largely impervious to changes
in current motivational state (“habit”-like behavior).**

Therefore, to try to understand how dopamine might modulate the control of
behavior, it is necessary to probe further the types of situation where dopamine
transmission is elicited and necessary for appropriate responses to be selected.
Although it has been shown that feeding or the presentation of appetitive rewards,
as well as a variety of other positive reinforcers such as companionship or drugs of
abuse, can cause increased dopamine cell firing and release in various areas of the
striatum,>™85 09113 mesolimbic dopamine does not appear to be required for feeding
behavior. Lesions to the mesolimbic dopamine pathways to NAc do not cause defi-
cits, whereas lesions to the pathways going to dorsal striatum do.® Indeed, feeding
remains impaired in genetically targeted dopamine-deficient mice following restored
dopamine production only in NAc,'™ but is rescued by selective restoration of
dopamine function in the nigrostriatal pathway. Moreover, if facial expressions are
taken as an indicator of the hedonic pleasure associated with food, neither dopa-
mine agonists nor antagonists appear to alter the degree to which animals like or
dislike the taste of foods,''*™ a finding supported by more direct measures of subjec-
tive pleasantness in patients with Parkinson’s disease.'” Dopamine-deficient mice
can also develop preferences for one reward type over another (e.g., sucrose versus
water) to a degree similar to wild-type littermates.'

Instead, several lines of evidence suggest that the mesolimbic dopamine pathways
are involved with signaling the potential availability of positive reinforcers, particu-
larly when this is predicted by some external cue. Dopamine lesions or antagonism
of NAc attenuate the usual increases in locomotor activity in the presence of food
and profoundly reduce levels of operant responding for reward guided by predictive
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cues.”*'?" Stimuli associated with primary rewards reliably cause rapid increases in
activity in dopamine neurons and in dopamine transmission in NAc.5"*" Though
such changes in dopamine activity in response to the presentation of cues known
to predict reward can occur before any movement takes place,”™ there is also evi-
dence that NAc dopamine transmission is permissive, and arguably causally related,
to allowing motivated responses to be directed by these cues. In well-trained animals,
Roitman and colleagues found that a rewarded lever-press response tended to occur
at the peak of the phasic rise in dopamine transmission in NAc, even on trials where
animals failed to respond for some time after cue onset.”” More directly, Phillips and
colleagues not only showed increases in dopamine concentration in this region just
as an animal chooses to approach a lever to obtain infusions of cocaine in the pres-
ence of a cue indicating the drug’s availability, but also demonstrated that briefly
electrically evoking dopamine release by stimulating the VTA significantly increased
the likelihood of drug-seeking response being initiated.”™

It is notable that in both of the preceding studies, presentation of cues that had
explicitly not previously been paired with reward and/or where there was no pos-
sibility to respond failed to elicit any detectable increase in NAc dopamine concen-
tration. It has been clearly established that the timing of putative midbrain dopamine
cell activity is adaptive, as exemplified during acquisition of an auditory reaction-
time task where initial phasic increases in activity of dopamine neurons to the
presentation of liquid reward progressively diminish as the task is learned while the
activity at the time of an earlier predictive auditory cue simultaneously develops.*
Comparably, in a Pavlovian conditioning experiment, increased phasic changes
in dopamine transmission in NAc has been shown within a single animal across
several sessions to move from being triggered by the presentation of a reward to
being elicited by a predictive cue,” and NAc dopamine depletion or antagonism
receptor activation disrupts the expression and later consolidation of new appetitive
learning.”***

Such findings have led to suggestions that dopamine might be crucial to facilitat-
ing associations between a conditioned stimulus (CS) and reward or an uncondi-
tioned stimulus (UCS)>'"" or to enhance the CS-UCS relationship in order to form
habits.”! An influential, formal computational theory has proposed that dopamine
activity and release relays reward prediction errors—the difference between the
predicted future reward in the current state and the actual experience reward—that
are important in learning.” In trained animals, if the amount of reward is in compli-
ance with the CS-predicted value, there is no phasic dopaminergic activity at the
UCS. However, in situations where greater-than-predicted reward is delivered,
the UCS causes a phasic increase in firing in dopamine neuron activity, whereas
situations where less-than-predicted reward is delivered are marked with a brief
cessation of dopaminergic cell firing at the time of the UCS.
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These findings suggest that a primary role of mesolimbic dopamine transmission
in control of behavior is simply to use discrepancies in these reward predictions
to improve performance. However, it is important to note that animals in which
mesolimbic dopamine transmission is disrupted either pharmacologically or geneti-
cally can still display evidence of learning. Dopamine-deficit mice, if activated by
caffeine (acting via extra-dopaminergic mechanisms), are able to learn a T-maze
spatial discrimination.® Moreover, NAc-dopamine lesioned animals can acquire
Pavlovian conditioned approach responses, although at a retarded rate compared
to controls, and it has recently been shown that mice lacking NMDA receptors on
midbrain dopamine neurons, which attenuate phasic dopamine transmission in NAc,
also learn certain cue-reward associations at a similar rate to normal animals.’*"™
There are likely multiple ways to learn associations between stimuli and out-
comes,>""” and therefore likely multiple influences even on the performance of a
simple action in response to a cue. The preceding evidence indicates that dopamine
in NAc may be particularly important early in training for learning about and rep-
resenting predictions of future reward states based on cues at times when the struc-
ture of the task environment is not fully known.

Dopamine and the Representation of the Benefits of a Goal

The majority of studies investigating the role of dopamine in motivated appetitive
behavior have examined situations where there is only a single appropriate, exter-
nally rewarded response to learn about. However, in more natural settings, animals
are faced with multiple possible options, each of which may be associated with dif-
ferent likelihoods of success and different potential outcomes, and the appropriate
choice may depend on the animal’s current motivational state as well as on any
externally determined task rules. Parameters such as reward size, quality, and hunger
have measurable effects on motivation and the choices that animals make.”*
Internal states, such as hunger, thirst, sexual arousal, or stress, have been shown
to affect dopamine activation. Tonic changes in NAc dopamine levels, as measured
by microdialysis, are modulated by levels of food deprivation and also by the sensory
properties of consumed food such that, after an initial meal of one foodstuff, a
second meal of the same palatable food would hardly be eaten and there would be
little increase in dopamine levels, whereas animals given a different type of food
that was readily consumed did cause significant dopamine efflux."'"> Several pep-
tides that regulate food intake are known to affect dopamine signaling. Leptin, a
satiety signal released by nondepleted adipose cells, inhibits feeding-evoked dopa-
mine release in NAc,” while ghrelin and orexin, which promote feeding, enhance
dopamine signaling.”>*° To date, few studies have investigated how such changes in
state affect dopamine firing rates or fast release properties, which will be important



172 Mark E. Walton, Jerylin O. Gan, and Paul E. M. Phillips

for addressing the degree to which current motivation is related to modulations in
phasic dopaminergic signaling and, if so, how rapidly any changes in motivation are
transmitted to the mesolimbic dopamine system.

However, several studies have demonstrated that the firing rates of putative mid-
brain dopamine neurons in response to sensory stimuli correlate with fundamental
economic parameters relating to future rewards such as reward magnitude and
probability. %1% To test whether this would be translated into terms of NAc
dopamine release, Gan and colleagues used fast-scan cyclic voltammetry during a
two-option decision-making task where animals were trained to select between a
“reference” option, which gained them a single food pellet after a certain number
of responses, and an alternative where the same response requirement would result
in a greater reward in one condition or a lesser reward in another.” Blocks of trials
were divided into “forced” trials, where only one option was available, and “choice”
trials, where both options were presented (figure 10.2a). In keeping with the elec-
trophysiological findings, once the reward contingencies were learned and animals
were consistently choosing the high reward option, the size of phasic dopamine
release in NAc on forced trials scaled with anticipated reward magnitude in response
to predictive cues (figure 10.2b and c). Such reporting of reward size remained after
extended experience with the reward contingencies (figure 10.2c).

Some data also that suggest dopamine neurons change their activity as a function
of the timing of future rewards, with cues indicating sooner reward delivery having
slightly higher or more persistent increases in firing rates.**** However, it is not
yet clear to what degree this modulation of activity represents a temporally dis-
counted reward value signal or the increased uncertainty about future reward timing
and contingency between the cue and the reward as delays increase.

To have a controlling effect on behavior, dopamine would be expected to play an
important role in guiding trial-by-trial decisions between different rewarding
options. To date, the evidence speaking to this issue is sparse and somewhat con-
tradictory. In a two-option decision-making task where visual stimuli were associ-
ated with different probabilities of reward delivery, the firing rate of putative SNc

Figure 10.2

Dopaminergic signaling to the NAc in a two-option reward-based decision-making task.” (a) Schematic
of a set of eight trials comprising the behavioral task. Animals were presented with either “forced trials”
(white background) or “choice trials” (gray background). Forced and choice trials occurred in blocks of
four trials (two forced trials for each lever in the forced blocks, pseudorandomly presented). (b) Repre-
sentative dopaminergic recordings from two forced trials, one where a cue predicts four food pellets (top
left-hand panel) and the other where the alternative cue predicts one food pellet (top right-hand panel).
Color plots represent cyclic voltammograms across time with the oxidation potential of dopamine indi-
cated by a red arrow. Bottom panels represent extracted dopamine traces for those trials. (c) Postbehav-
ioral eriterion choices (upper panels) and average peak dopaminergic transmission to cues (lower panels)
in animals that had either <9 or > 9 sessions experience with the four-pellet versus one-pellet condition.
Data redrawn from Gan et al.,”” with permission.
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dopamine neurons in monkeys correlated with the average reward associated with
the subsequently chosen option, even if the animal chose the lower value of the two
available options.” By contrast, in another two-option decision-making study in rats
where a particular odor was associated with a choice between options that differed
either in the delay to reward (short versus long delay) or in reward magnitude (large
versus small reward), the activity of putative dopamine neurons in VTA instead
encoded the value of the best of the two options, regardless of which was subse-
quently chosen.®

Whether these differences are indicative of functional separation within the VTA
and SNc or are caused by the different paradigms (one in which firing rates are
correlated to the appearance of two cues, the other where a separate cue is associ-
ated with both options being available) remains to be seen. Using a task where
choice trials were indicated by presentation of both response options, Gan and
colleagues showed that NAc dopamine release on trials when the animal subse-
quently chose the high-value option was comparable to release on forced trials when
only the high-value option was available,” and preliminary evidence suggests that
signals prior to low reward choices are similar to those on low-reward forced trials
(Walton, Gan, and Phillips, unpublished observations). In all these tasks to date,
however, the questions as to why animals might choose a lower-value option and
whether the factors that might promote such behavior—such as exploration bonuses
or, in changeable paradigms, representations of previous task contingencies—are
influencing dopamine firing patterns and release remain. Ideally, these questions
should be investigated using a task where more than one factor could influence a
choice and where these factors might have differing weightings on the mesolimbic
dopamine system.

Although behavioral preferences are strongly influenced by rewards and reward-
predictive cues and, in at least some situations, the firing rates of dopamine neurons
and dopamine release seem to reflect the choices being made, this does not neces-
sarily imply that mesolimbic dopamine has a primary role in setting behavioral
policy. In the study by Gan et al., the assignment of the high- and low-utility options
reversed in each session, meaning animals were required to relearn the cost-benefit
contingencies. As can be observed in figure 10.3a, cue-evoked NAc dopamine release
on forced trials developed rapidly within a testing session to reflect the magnitude
of future reward delivery as the animals learned the reward contingencies associated
with each option.* If these data are time-locked to the point in the session when
animals reached a behavioral criterion of making more than 75% of high-value
option choices, it becomes evident that dopamine often scales with pending reward
size several blocks of trials before they have learned to display a consistent prefer-
ence for the high-reward option (figure 10.3b). Even when an animal failed to
reach the behavioral criterion during a single session, it was nonetheless apparent
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that the differential reward magnitudes were being reflected by dopamine release
(figure 10.3c).

These data are comparable to those in a saccade timing task where monkeys had
to use trial-and-error feedback to determine when to make an eye movement.* Even
though the firing rate of dopamine neurons accurately relayed errors in reward
prediction, these signals only weakly correlated with subsequent changes in reaction
time following receipt of some magnitude of reward, suggesting that decisions about
when to move were being mainly controlled via a different mechanism. Therefore,
although mesolimbic dopamine might rapidly adapt to represent current predictions
of future outcomes, this may be providing only one motivating influence on the
actions that are taken at any particular moment.

Dopamine, Utility, and the Intersection of Reward and Action

Given the large literature implicating dopamine as critical to enabling a large
number of rewarded behaviors, this disconnection between NAc dopamine release
and decision making raises the question of what role it does play in the control of
behavior, particularly in instrumental settings. Up until here, the discussion of how
motivation is translated to action has concentrated on how rewards help guide
response selection, with little regard for how the reward is obtained. However, in
order to make appropriate decisions, it is important to evaluate not only the poten-
tial benefits of a course of action, but also the costs, such as the anticipated amount
of work that will be required to obtain such payoffs. All other factors being equal,
animals will usually prefer to pursue goals that require less effort to achieve,'” and
several lines of evidence demonstrate that animals’ choices are weighted by both
the costs and benefits of the available options, with animals tolerating increasing
costs for higher-value rewards.”**!"! Moreover, such decisions are influenced by the
current motivational state of the animal, with food-deprived animals being more
willing to put in work to achieve reward than those who have recently been given
access to a meal.”’

Importantly, lesion and pharmacology studies have implicated dopamine specifi-
cally in the NAc as being important to enabling cues to energize behavior and, in
particular circumstances, to allowing animals to overcome effort constraints to
obtain larger or more palatable reward.” This is particularly prominent in tasks
where the less beneficial outcome is a readily available primary reward (for instance,
laboratory chow freely available in an operant box) whereas the availability of the
larger reward at greater response cost is signaled by a conditioned stimulus (e.g.,
the presence of the lever in the operant box).

To address how response costs are represented by phasic NAc dopamine release,
Gan and colleagues tested animals on the two-option decision-making task described
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earlier (figure 10.2a), except that now the reward magnitude associated with each
option was the same and value was instead manipulated by altering the number of
lever presses required to obtain the reward.” The cost parameters were set such
that they had comparable motivating effects on choice behavior as the reward
manipulation had, with animals rapidly learning to prefer the low-cost option. None-
theless, in spite of this preference, in most cases, dopamine did not encode an effort-
discounted value signal (figure 10.4). One exception was in situations where the
response cost was unexpectedly lower than the reference cost, where dopamine
release preferentially encoded the low-cost option; however, after repeated experi-
ence of these contingencies, even this scaling with net value disappeared. This lack
of encoding of upcoming response costs by NAc phasic dopamine was also recently
observed in a more dynamic, progressive ratio paradigm where responses costs
escalate as a function of the animals’ past choices.'?

These findings may initially seem surprising given that disruption of dopamine
affects allocation of effortful actions. However, they can be reconciled by consider-
ing such cost-benefit trade-offs in terms of utility curves depicting the amount of
effort expenditure an animal would put in to obtain an expected future payoff given
its current motivational state.” In such a framework, mesolimbic dopamine might
participate in encoding the availability of particular sizes of future payoffs with
reference to the work required to reach these goals such that appropriate cost
expenditures can be set. Somewhat paradoxically, to provide useful input to such a
computation, the phasic dopamine signal elicited by a predictive cue would itself
have to be impartial to movement-related response costs. Moreover, this would
allow for separate updating of predictions about the costs and benefits of a course
of action when discrepancies are detected, something that would not be possible if
dopamine signaled the overall net utility of a course of action.

Dopamine, Salience, and a Motivation to Learn?

Under this model, the mesolimbic dopamine system plays an important but limited
role in translating motivation into action. Specifically, phasic dopamine release

Figure 10.3

Dopamine, learning, and choices. (a) Average dopamine release in forced trials from the beginning of
the session (signals on choice trials are not depicted). On average, animals reached the >75% high-reward
choices between forced blocks 6 and 7. (b) Average dopamine release in forced trials centered on
the point at which each animal reached the behavioral criterion in each session. As signals were, on
average, 1.5 to 2 times as large on the first of the forced trials as on any other trial in a session, data from
these first high- and low-reward forced trials have been removed. (¢) Behavioral choice and dopamine
release for an example animal that never reached the behavioral criterion in one particular session.
Smoothed choice performance is depicted by the black dots, peak forced trial dopamine by the red and
blue bars.
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Post-behavioral criterion choices (upper panels) and average dopamine release (lower panels) to cues
predicting different effort requirements (lever presses) to gain the reward in the two-option decision-
making task of Gan et al.,” redrawn with permission. Animals were tested after having either < 9 (left-
hand and center panels) or > 9 sessions experience (right-hand panel) of the effort contingencies prior
to recording session.

enables environmental stimuli to promote, but not control, responses as a function
of their anticipated benefits in allowing animals to seek potentially costly rewards.
This naturally raises the question of what in a natural environment might be con-
sidered “beneficial” to an animal? Moreover, how does this fit in with the abundant
evidence suggesting an important role for dopamine in learning?

It has been known for some time that novel, salient stimuli cause rapid increases
in the firing rates of putative dopamine neurons, sometimes even in the absence
of appetitive consequences.””**" Redgrave and colleagues have pointed out that
the latency of firing of dopamine neurons to the presentation of a simple visual
stimulus is sufficiently fast to normally occur prior to any orienting response to that
stimulus,” suggesting that dopamine serves as a marker for unpredictable events
rather than as an indicator of upcoming reward value.”

Even in situations where the task rules are known, there is still evidence that the
initial presentation of cues can cause increased levels of phasic dopamine activity,
if the task contingencies (for example, the reward sizes or response costs) are not
known. Analyzing NAc dopamine release from interleaved sessions of discrete trial
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fixed and progressive ratio tasks, Wanat and colleagues found that phasic signals to
the first cue signaling the opportunity to response evoked on average about 50 to
100% more dopamine than that in all other trials.'”? As there was only one available
response option, such increased release could be caused either by the unpredictable
timing of the start of the session or by a prediction error for the incentive properties
of the entire session.

However, neither of these explanations easily accounts for the patterns of release
observed early in a session during the two-option decision-making task of Gan and
colleagues.” In each session, the first four trials of each session were forced (two
presentations of either the left or right option in pseudorandom order). As can be
observed in figure 10.3a, phasic changes in dopamine transmission elicited by the
first presentation of cues to be associated with high reward or low reward was sub-
stantially larger than anything else in the session. This was not dependent on the
cost-benefit contingencies in the previous session or the order of presentation of
the forced trials, demonstrating that it does not simply reflect previous associations
or anticipation of all the rewards to be obtained in the coming session. Moreover,
when the same option was presented on both of the first two forced trials of a
session, the dopamine signal on the next trial to the alternative cue was significantly
larger than release to the second presentation on the previous trial of the other cue
(Walton, Gan, and Phillips, unpublished observations).

While the general setup did not change from session to session in this paradigm,
the assignment cost-benefit contingencies consistently reversed between sessions,
meaning that animals were required to learn new cue-outcome associations to guide
appropriate behavior. In a separate study, dopamine neuron activity was modulated
by the requirement to learn about an outcome in a multistep-decision task where
animals had to learn using positive and negative reinforcement a three-target
sequence and then repeat it twice.”? Firing rates were lower on the first repeat trial
than on the second or third search trial despite the expected value of the repeat
trial (i.e., the reward probability) being higher than either of the search trials. More-
over, here, as in the earlier studies of Pavlovian conditioning, dopamine also seemed
permissive of responding, with responses to cues of identical value being larger
when reaction times were shorter. The size of cue-evoked responses also correlated
positively with activity at the time of reward delivery, suggesting that moment-by-
moment fluctuations in drive to learn about cues might have influenced the effec-
tiveness of reinforcers update predictions. In a separate study, the responses of
dopamine neurons correlated with a strong bias that monkeys exhibited to seek
advanced information about future rewards.”

In the wild, the future benefits of a course of action are frequently not fully
known. Yet in spite of this uncertainty, which should logically reduce the expected
value of an outcome, all foraging species are believed to have a drive to explore



180 Mark E. Walton, Jerylin O. Gan, and Paul E. M. Phillips

unknown elements of their surroundings.” It is known that, as well as the connection
between dopamine and novelty, NAc dopamine lesions can disrupt the long-lasting
potentiation of so-called adjunctive motivated behaviors such as drinking, gnawing,
or wheel running evoked by cues following receipt of a food reward.” The preceding
evidence suggests that one function of phasic mesolimbic dopamine may be to
provide an opportunistic drive in response to environmental stimuli to motivate
animals to seek out potential future rewards to satisfy their current needs. Simulta-
neously, dopamine release might in turn facilitate learning about predictors of the
structure of their environment by changing synaptic plasticity and modulating
the excitability of output neurons within the targets of the mesolimbic dopamine
system. This might explain why phasic dopamine release in the study by Gan and
colleagues did represent the net utility of effort when the cost contingency was
unexpectedly low compared to the standard response cost, yet after extended train-
ing reflected only the pending reward magnitude of the benefit and not the associ-
ated costs. Collectively, such a system would provide what Horwitz and colleagues
have called a “good parent,”* promoting appropriate behaviors to help reduce
uncertainty and gain benefits even when costs have to be overcome. Future experi-
ments comparing changeable versus static environments will be important to further
elucidate these functions.

Caveats and Conclusions

It is worth noting that several important issues concerning the role of dopamine
in translating motivation to action have largely been sidestepped in this chapter.
First, what role does dopamine release at different time scales play in these func-
tions? We have concentrated here on phasic changes in dopamine-mediated activ-
ity and release. However, modulations in background tonic dopamine levels can
be detected across minutes. Even within the phasic range, alterations in the firing
rate of midbrain dopamine cells can happen as rapidly as 70 to 100 msec following
the presentation of a salient visual stimulus, yet can also occur across several
seconds during states such as uncertainty.” Moreover, it has recently been sug-
gested that the dynamics of firing rates within hundreds of seconds may convey
different types of information, including salience, timing, and value.”*” It will be
important to determine how these different modes of transmission affect control
of behavior.

Second, all the studies discussed have investigated how dopamine modulates
animals’ responses to positive reinforcers. However, it is evident that aversive events
may also be strongly motivating. While it had been thought for a long time that
dopamine neurons mainly coded positive prediction errors and were uniformly
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inhibited by negative prediction errors or aversive events,™'" new evidence indi-

cates that this may have been a simplification, as dopamine cells, particularly those
more dorsolateral within SNc, have been found to be excited by stimuli associated
with aversive consequences as well as the aversive air puff itself.*

This also relates to a third important area requiring consideration, namely, how
the modulatory role ascribed to the mesolimbic dopamine system relates to the
functions of the nigrostriatal dopamine projection to dorsal parts of the striatum
and to the mesocortical projection to thalamus and cortex. Do the same computa-
tional principles apply to each set of pathways, with the specific function of each
being determined by the connectivity and local circuits of the terminal regions, or
is the information conveyed by each system markedly distinct? Does this separation
relate in any way to the nature of the representations, in terms of stimulus versus
action values and goal-directed versus habitual response selection? Though the
answers to these questions are far from clear, it is apparent that the different dopa-
mine systems interact during learning and choice behavior to promote appropriate
adaptive behavior.*!’

Manipulations of the mesolimbic dopamine pathways affect the motivation of
humans and animals to act and the decisions they ultimately take. The firing pat-
terns of midbrain dopamine neurons and dopamine release in the NAc reflect
predictions of future benefits evoked by environmental stimuli. This appears to be
important for prompting animals to seek rewards to satisfy their internal needs,
particularly in situations where the structure of the environment remains unknown.
Nonetheless, phasic dopamine release appears to be only indirectly related to the
choices made by an animal in instrumental situations. Instead, by signaling the ben-
efits of pending payoffs separate to response costs, dopamine may provide a posi-
tive component to computations of the overall utility of a course of action in
enabling animals to overcome response costs. This may be crucial in uncertain envi-
ronments to allowing animals to explore novel options and motivating animals to
learn. However, in situations where the dopamine system fails to be appropriately
regulated, such as certain neuropsychiatric disorders or through the effects of phar-
macological agents, this may cause loss of control over behavior and an increase in
impulsive choices."**
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Outstanding Questions

- What role does dopamine release in different striatal (and cortical) regions play
in the control of behavior? Are the dynamics of phasic dopamine release different
in these regions? If so, what factors control when, where, and how much dopamine
is released within restricted regions?

- There are multiple influences on behavior and multiple representations of value
in the brain. Theoretically, phasic dopamine cell firing and release seem to correlate
better with predictions of a “habitlike” system. However, little work has been done
to date probe how dopamine might represent richer “goal” values. The presence of
anatomical connections allowing midbrain dopamine cells to receive information
and to influence hypothalamic motivational state signals makes this a pressing
question.

- Dopamine is clearly involved in learning and representing the predicted state
of the world. But what factors are included in such a representation: simply the
mean expected benefits in a particular context, or a complex set of factors such
as the mean and known variance of reward, uncertainty in these estimates, and
learning rates?

Further Reading

Special issue of the journal Psychopharmacology (2007, 191;3). Many detailed and differing perspectives
on dopamine can be found within this special issue, including a paper by two of this chapter’s authors
that sets out the theoretical framework behind many of the ideas contained here.

Kehagia AA, Murray GK, Robbins TW. 2010. Learning and cognitive flexibility: frontostriatal function
and monoaminergic modulation. Curr Opin Neurobiol 20:199-204. An interesting recent review looking
at dopamine, cognitive control, and behavioral flexibility, and also broadening out the question to include
other monoamines and frontostriatal circuits.
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