Concentration dependency of nonequilibrium thermal dissociation curves in complex target samples
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Abstract

The nonequilibrium thermal dissociation (NTD) methodology has been proposed to provide a superior discrimination between specific and nonspecific hybridizations than the commonly used array techniques involving hybridization followed by a single stringent wash. Multiple studies have used this method on gel-pad, planar, and nylon membrane arrays to identify specific microbial targets in complex target mixtures. A recent physicochemical study revealed several problems, particularly when the method was used to examine complex target samples. In the present study, we investigated the effect of target concentration on NTD of complex target samples obtained from an anaerobic bioreactor. Our purpose was to experimentally demonstrate that variation in the concentrations of both specific and nonspecific targets determines the course of dissociation, which was not evaluated in initial microbiological studies. We also present an approach for analyzing the dissociation curves that is less error prone compared to those used in the previous studies. Our results show that: (i) a specific target in a mixture, at a certain concentration, may have a higher dissociation temperature/time than that of the same pure target, and (ii) the concentration dependence of the dissociation precludes usage of reference curves for identifying a target. Contrary to the previous studies, an explicit calibration is required, which makes the NTD approach impractical for high throughput analysis.

1. Introduction

For microbial identification, nonequilibrium thermal dissociation (NTD) has been suggested to offer better discrimination between target (specific) and nontarget (nonspecific) nucleic acids than measuring signal at an appropriate wash stringency (DeLosReyes et al., 1997, 1998; ElFantroussi et al., 2003; Eyers et al., 2006; Hansen et al., 1999; Kelly et al., 2005; Koizumi et al., 2002; Li et al., 2004; Liu et al., 2001; Loy et al., 2002; McMahon et al., 1998; Mobarry et al., 1996; Siripong et al., 2006; Urakawa et al., 2002, 2003; Zheng et al., 1996). The NTD approach was first developed for membrane arrays (DeLosReyes et al., 1997; DeLosReyes et al., 1998; Hansen et al., 1999; Koizumi et al., 2002; McMahon et al., 1998; Mobarry et al., 1996; Raskin et al., 1994a,b; Zheng et al., 1996), and later adapted for gel-pad (ElFantroussi et al., 2003; Eyers et al., 2006; Kelly et al., 2005; Liu et al., 2001; Siripong et al., 2006; Urakawa et al., 2002, 2003) and planar (Li et al., 2004) arrays. The rationale for this approach is that, while probe signal intensities may vary, dissociation behavior is supposedly dependent upon whether or not the binding resembles that of a perfectly matching duplex. The NTD approach is performed on an array by increasing the temperature of a buffer solution and recording the signal, which is interpreted in the form of a dissociation curve (Liu et al., 2001; Pozhitkov et al., 2005). A conceptual example of the NTD is presented in Fig. 1. The approach relies on two assumptions: nonspecific duplexes dissociate faster than specific ones, and a dissociation curve is unique to a probe–target duplex (i.e., a target in a mixture can be identified by curve matching).

At face value, the NTD approach seems quite appealing, since it is promising to alleviate the difficulties associated with the interpretation of microarray signals obtained at one stringent wash condition. Specifically, these problems arise from the fact that probes naturally have different binding energies (Pozhitkov et al., 2006), and targets occur at different concentrations in a complex target sample. In a mixed target sample, for example, it is not possible to determine a priori if the signal intensity of a probe is due to differences in the binding energies of hybridized targets or to differences in their concentrations. On the other hand, comparison of NTD curves, if proven valid, would provide an attractive alternative for ensuring the specificity of a probe to a target. For example, comparison of a curve of a reference pure target to that of a sample could reveal whether or not the reference target was present in an environmental sample, which has been alluded to in previous studies (e.g., ElFantroussi et al., 2003; Raskin et al., 1994a,b). At that time, little was known about how a target, or a mixture of targets, dissociates from probes in solution, or from probes immobilized on the surface of a
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microarray. Only recently has extensive practical and theoretical studies of the hybridization and dissociation of duplexes on a microarray been conducted, i.e., hybridization thermodynamics (Held et al., 2006; Mei et al., 2003; Naef and Magnasco, 2003; Pozhitkov et al., 2006; Wu and Irizarry, 2004; Zhang et al., 2003).

To more thoroughly investigate the NTD approach, we previously conducted an extensive experimental study using a large dataset of curves recorded on gel-pad microarrays (Pozhitkov et al., 2005). To our surprise, we discovered major problems associated with how the signal intensities from an array were processed by an image acquisition and processing system, as well as multiple problems associated with complicating physicochemical factors, such as the diffusivity of the target in the gel pad and the surrounding solution. These multiple overlapping problems have a substantial impact on the interpretation of signal in gel-pad studies. Beyond the technological problems, we conducted an extensive experimental study using a large dataset of signals generated (Pozhitkov et al., 2007). We found that, contrary to popular belief, non-perfectly matching duplexes from a physicochemical perspective (Pozhitkov et al., 2005; Pozhitkov and Noble, 2007), we began unraveling nonequilibrium dissociation curves of targets in situ.

2.2. Targets

A fragment of the 16S rRNA genes (1466 bp) was amplified from a pure culture of the *B. xenovorans* strain LB400. A mixture of unknown microbial targets (that did not contain *B. xenovorans*) was obtained by amplifying rRNA genes from an anaerobic bioreactor. Amplicons tested on all batches were generated from the same pools of gDNA. Sample mixtures included 100, 10, 5, 1 and 0% pure culture in anaerobic bioreactor, and were mixed based on the mass of amplicons (e.g., 2.5 ng of pure culture amplicons and 247.5 ng of bioreactor amplicons for 1% mixture). The targets were labeled with Cy3 as previously described (Wick et al., 2006).

2.3. Comparison of NTD curves

Concentration of a single bound nucleic acid target, s1, within the microarray spot after the first washing step at temperature *T*1 for a fixed time period Δ*T* is given by a combination of the first order kinetics and Arrhenius equations:

\[
C_i^0 = C_{i0} \cdot \exp \left( -A^{s1} \cdot \exp \left( -\frac{E_{i1}^{s1}}{RT} \right) \cdot \Delta T \right)
\]

where *C*0 is the concentration of the nucleic acid s1 before the washing, *E*1 is the activation energy, *A*1 is the preexponential coefficient, and *R* the universal gas constant. The same equation can be used to calculate the concentration following the next washing step except that *C*1 was changed to *C*1, and *T*1 in the exponent was changed to *T*2. All subsequent washing steps can be described analogously. Thus, the concentration of the nucleic acid following the nth washing step can be expressed as follows:

\[
C_i^n = C_{i0}^{s1} \cdot \exp \left( -A^{s1} \cdot \Delta T \cdot \sum_{i=n}^{\infty} \exp \left( -\frac{E_{i1}^{s1}}{RT} \right) \right).
\]

In order to use the equation above for comparing one dissociation curve to another, one has to log transform this equation. Since the signal intensity is proportional to the surface concentration, C can be substituted with *I* (signal intensity):

\[
\log \left( I_i^n \right) = \log \left( I_{i0}^{s1} \right) - A^{s1} \cdot \Delta T \cdot \sum_{i=n}^{\infty} \exp \left( -\frac{E_{i1}^{s1}}{RT} \right).
\]

Considering another target, s2, whose dissociation profile is being compared to s1, the same formalism holds true. If we assume that *E*1 = *E*2, which is reasonable in accordance with Ikuta et al. (1987) and our previous study (Pozhitkov et al., 2007), we can express log values of s2 profile via log values of s1 profile:

\[
\log \left( I_i^n \right) = \frac{A^{s2}}{A^{s1}} \log \left( I_{i0}^{s1} \right) - \frac{A^{s2}}{A^{s1}} \log \left( I_{i0}^{s2} \right) + \log \left( I_{i0}^{s2} \right).
\]
summands are constants). If the slope is $>1$, therefore $A_{s2}$ is higher than $A_{s1}$, which means that the curve being compared ($s2$) corresponds to faster kinetics than $s1$.

For actual analysis, finding the slope was done by linear regression analysis of the log2 transformed signal intensities for the curves being compared. The $R^2$ was used to assess the goodness of fit and reliability of slope calculations. We only considered probes that had $R^2>0.90$ for the regression line.

One might argue that the abovementioned approach should not be applied to mixtures of targets because the observed signal intensity of the mixture is a sum of signal intensities of various target and nontarget duplexes, with each duplex having different kinetics. Log transformation of the sum might result in nonlinearity. Nonetheless, we observed a linear relationship, indicating that there is a dominating duplex that determines most of the observed intensity or else the mixture of duplexes behaves like an average duplex.

3. Results

3.1. Characterization of the bioreactor sample

A bioreactor sample was subjected to 454 pyrosequencing using universal amplicons (coverage of 93% of sequenced 16S rRNA genes) flanking a hypervariable region (V4) of the 16S rRNA gene. The RDP classifier (Wang et al., 2007) was then used to assign 16S rRNA sequences to the taxonomical hierarchy with a 50% confidence level. Out of approximately 10,000 sequences examined, none were classified as *Burkholderia*. Therefore, *B. xenovorans*, or any closely related species within this genus, was not experimentally detected in the bioreactor sample.

3.2. Reproducibility of kinetics

A physical model for the NTD curves based on immobilized probes was evaluated in our recent study (Pozhitkov et al., 2007) and the equation for the relationship between signal intensity and temperature (and time) is presented in the Materials and methods section (Eq. (2)). It can be assumed that any significant experimental deviation from the model would suggest technical problems with the dissociation and/or the microarrays. Because the current study used a different batch of arrays than our previous study (Pozhitkov et al., 2007), we had to determine whether or not the slides from the new batch followed the same kinetic model as the previous batch, otherwise they could not be legitimately compared. We used two approaches to test for potential “batch effects”. In the first approach, we determined the dissociation kinetics (activation energy, $E_a$, and preexponential coefficients, $A$) of the pure reference targets, as previously described (Pozhitkov et al., 2007). We then substituted the values of $E_a$ and $A$ into the Arrhenius equation (to model the data), and used the determined model to compare with the experimental data. In theory, the model should closely follow the experimental data. In the second approach, we compared the slopes of the log2 transformed intensity values for each probe; the Materials and methods section explains the approach. In theory, the slope of the same probe by different batch should be close to 1.

First, we examined the actual data to see if they followed the theoretical model. Fig. 2 (panels A and B) is representative of the probes examined, indicating good agreement between actual and modeled values for both batches.

Second, using the first 11 intensity values (i.e. 20 °C to 40 °C), we examined the slopes of log2–log2 plots. The 20 to 40 °C range
dissociation data for these probes suggested that low initial signal intensities and/or high signal to noise ratios were responsible for the deviation, particularly at high temperatures, i.e., beyond 40 °C. The intensity values of these probes might have been affected by the detection limits of the system, as revealed by the $R^2$ of the linear regression (which was not close to 1). Nevertheless, high kurtosis in the slope distribution indicated that a majority of the slopes fell within two standard deviations of the median (approximately 94% of all probes). One can therefore conclude from these two independent tests that the “batch effect” was not significant because dissociations of duplexes from the two batches of slides followed the same physical kinetic model, and the slope of most probes was close to 1.

3.3. Concentration-induced shift

Physicochemical simulations conducted in our previous study (Pozhitkov et al., 2007, see Fig. 6) revealed that decreasing concentrations of a specific target in a mixture should shift the dissociation curves to the left for the hypothetical case where the nonspecific targets dissociate before specific ones. In this study, we compared mixtures of targets containing 1%, 5%, and 10% of the specific target. Using the log-log comparison approach, we set the curves of probes of 10% mixtures as the reference and compared them to curves of the 1% and 5% mixtures. As predicted by theory (Pozhitkov et al., 2007), decreasing the concentration of the reference target in the mixtures did, in fact, shift the dissociation curves to the left, i.e., towards lower temperatures as indicated by the slopes $>1$ (Fig. 3). Paired Student $t$-tests revealed significant differences between the slopes for the 1% and 5% mixtures. In general, the lower the concentration of the reference target, the greater the shift.

3.4. Dissociation of the pure target

One of the assumptions of the NTD approach is that a match between a curve recorded from a mixture and that from a pure target suggests a positive identification of the target in the mixture. Having compared the dissociations of the 1% and 5% mixtures to those from a 10% mixture, which was used as a reference, we sought to compare the dissociations of the 10% mixture to those of a pure target. Fig. 4 (panel A) shows that in general, the pure target actually dissociated before the 10% mixture. Comparison of Fig. 4 (panel B) to Fig. 3 shows that on average, the dissociation rates of the pure target
were somewhere between those of the 1% and 5% mixtures. As discussed below, this finding indicates that the dissociation of a pure target has little or no relevance to that of mixtures.

### 3.5. Dissociation of complex background targets

The previous experiments (above) revealed that some curves of the pure target dissociated before curves of the mixtures containing the target at different concentrations (1%, 5%, and 10%). Logically, this also means that many bioreactor targets in the mixtures, presumably most of them mismatched (nonspecific) to the probes, dissociated after the pure target. We compared the dissociations of the pure target with that of the bioreactor. Note, in this case, the bioreactor nucleic acids did not contain any of the B. xenovorans, i.e., 0% mixture. We found that only a small fraction of the 0% mixture curves dissociated before the pure target, with a majority of the 0% mixture curves dissociating after the pure target (Fig. 5). This finding is consistent with our previous study (Pozhitkov et al., 2007); specifically, a perfectly matched target does not necessarily dissociate after targets containing mismatches to a probe.

In the absence of the B. xenovorans target, the observed distribution of the log–log slopes (Fig. 5) might be due to some probes binding to universal regions of the bioreactor targets. However, since the composition of the targets is not known, it is difficult to assess whether certain probes bind more targets than others, and/or if some probes are binding targets that have similar sequence homology to B. xenovorans. The “universality” of a probe can be estimated by examining the number of times it perfectly matches rRNA sequences in the RDP database (Cole et al., 2007). A “more universal” probe should match more RDP sequences than otherwise.

When we determined the number of times each of the 59 probes perfectly matched target sequences in the RDP database, we found that the number of hits ranged from 0 (negative control) to 303,045 (out of 451,545 possible sequences). Fig. 6 shows the relationship between the number of hits for a probe sequence in the RDP database project II (Cole et al., 2007) divided by the number of possible targets in RDP (n=451,545). Therefore, a probe having a low hit ratio has a low diversity, while a probe that has a high hit ratio (i.e., it is universal) will have high sequence diversity.

### 4. Discussion

#### 4.1. Variability of dissociation curves

The dissociation kinetics of replicated NTD experiments did not follow a normal distribution (Fig. 2, panel C), though most of the slopes of the log–log plots were close to 1. To our surprise, several curves had differences in their dissociation kinetics between replicates. These results imply that the “50% melting temperatures” (Tds) of some probes in the two replicated experiments may be different from one another. This is an important finding, because the width of the distribution (see Fig. 2, panel C) determines the systematic variability that should be assessed before using the NTD approach for identifications. To our knowledge, none of the previous studies (DeLosReyes et al., 1997, 1998; ElFantroussi et al., 2003; Eyers et al., 2006; Hansen et al., 1999; Kelly et al., 2005; Koizumi et al., 2002; Li et al., 2004; Liu et al., 2001; Loy et al., 2002; McMahon et al., 1998; Mobarry et al., 1996; Siripong et al., 2006; Urakawa et al., 2002, 2003; Zheng et al., 1996) explicitly assessed this variability.

#### 4.2. Physical comparison of NTD curves

Many previous studies compared NTD curves by normalizing them (e.g., \( I_{new, value} = I_{old, value} - I_{min} / I_{max} - I_{min} \), where \( I \) is the signal intensity) and overlaying the resulting curves onto one plot (e.g., ElFantroussi et al., 2003). Also, rather than visually inspecting the curves, various indices have been developed to quantitatively assess differences between curves such as the Td or discrimination index (DI) (see Eyers et al., 2006; Li et al., 2004; Urakawa et al., 2002, 2003; Zheng et al., 1996). There are several difficulties associated with Td. For example, assigning the Td is rather arbitrary, as clearly shown in Fig. 2, panel D. Moreover, comparison of two curves by Td has several sources of error, which introduce uncertainty to interpreting curve differences. For example, there are errors associated with normalizing each curve because intensity minimum and maximum are determined by two
points, and in some cases, the maximum value is uncertain (as discussed in Urakawa et al., 2002) because initial signal intensity values decrease rapidly (i.e., there is no plateau) with increasing temperature due to nonequilibrium conditions. Also, there is an error associated in picking the optimal regression line for $T_d$ determination (Fig. 2, panel D). Other methods that directly compare curves suffer from similar artifacts (e.g., Li et al., 2004; Urakawa et al., 2003) because they are mostly ad hoc procedures rather than thoroughly verified physical models.

Given the current trend in the development of accurate physical models for quantifying nucleic acid targets using microarrays (e.g., see Halperin et al., 2006), it is critical that microbial identification studies follow the same path, because a truly analytical tool will eventually be developed that will drastically improve the robustness of existing microarray studies. In fact, in contrast to most of the previous microbial identification studies, the array platform used in this study has previously been shown to yield accurate physical modeling of dissociation curves (Pozhitkov et al., 2007). Based on this physical model, it is easy to compare two curves by plotting log2 transformed signal intensities of one curve against another (see Materials and methods for details). The resulting plot is a regression line with its slope indicating whether one curve is dissociating before or after another. If the slope is $>$ 1, then the log2 transformed data on the y-axis is dissociating before the one on the x-axis. An additional advantage of this approach is that error in calculating the slope of the dissociations can be determined by the $R^2$ of the regression line.

4.3. “Unpredictable” probes

It is important to recognize that the goal of this study was not to detect *B. xenovorans* but rather to study the dissociation of various probe–target duplexes. Therefore, no steps were taken to optimize the probes on the arrays. We mention probe optimization because several microbiological publications have alluded to the need to use a set of optimized probes (e.g., Loy and Bodrossy, 2006). Probe optimization involves removing “unpredictable” probes that have low signal intensity and that cross-hybridize to nontarget molecules. The “unpredictable” probes are determined by hybridizing with a sample containing sequences closely related to the targets being detected. Probes yielding similar signal intensities and/or identical NT curves between the closely related samples are later removed from the microarray design. From a physicochemical perspective, there are no unpredictable probes — it is merely an interaction of nucleic acids. We intentionally did not remove any probes from the pool of probes designed to be complimentary to the *B. xenovorans* target because we expected cross-hybridization to occur to some degree for all probes on the microarrays.

Interestingly, we were able to identify probes that would be deemed as “unpredictable” from the perspective of most of the microbiological studies. These probes are shown on Fig. 5. Specifically, the probes having slopes less than 1 correspond to the situation when the pure target dissociates faster than the targets from the bioreactor (Pozhitkov et al., 2007). In fact, most of the previous microbiological studies have shown only the opposite situation, such as shown in Fig. 1. We believe that the reason for the incompleteness of the picture is due to this subjective notion of “bad” or “unpredictable” probes.

4.4. Practical challenges of the NTD approach

Based on these findings, the NTD does not seem to be a practical approach for identifying microbes especially for high throughput systems because it needs individualized optimization of each probe. Specifically, the NTD approach requires: (i) calibrating each probe to determine its unique concentration dependency with different targets, and (ii) conducting dissociations with a negative control, i.e., a biomedical or environmental sample not containing targets in question. Probes that have slopes close to 1 (Fig. 5) would not be optimal for identifying the target (e.g., *B. xenovorans*) because there is no difference between the curves obtained from the pure target and those obtained from the negative control (i.e., the bioreactor sample not containing *B. xenovorans* LB400). In other words, these probes would not be able to distinguish between the two samples. It is important to recognize that that this second reason alone is not sufficient in view of the abovementioned concentration dependencies (i.e., the first reason).

In conclusion, a method was developed for comparing NTD curves that was less error prone than conventional methods, and based on the physicochemistry of dissociation. The method showed that there was a significant concentration dependency of the NTD curves. This implies that the rationale for microbial identification using NTD in complex target mixtures is compromised, and that the NTD approach is not practical for probe evaluation in high throughput systems because it needs individualized optimization of each probe. Also, contrary to the previous studies, and consistent with our earlier study (Pozhitkov et al., 2007), we found that some nonspecific targets dissociate at higher temperatures than the specific ones.
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