## How "big" can a set be?
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## Corollary

There are functions $f: N \rightarrow\{0,1\}$ (decision problems) that are not programmable.

Theorem (4)
If $|A| \leq|B|$ and $|B| \leq|A|$ then $|A|=|B|$
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Conclusion: since there is an injection $g: A \rightarrow P(A)$ and there is no onto function $f: A \rightarrow P(A)$ we conclude that $|A|<|P(A)|$.
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Let $y_{n}=x_{n, n}+5(\bmod 10)$. We want to make sure that $\forall n, y_{n} \neq x_{n, n}$.
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## Remark

This proof technique is called the Diagonal Method. It is used on many occaisons. For instance Theorem 1 is an abstract form of this method.
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## Proof (of the corollary)

Each program that implements a decision problem is stored in memory as a finite binary sequence. There are only countably many finite binary sequences. Hence there are non computable functions.
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## Proof of theorem 4, continued
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Verify this assertion.
In Set Theory this is known as bernstein's Lemma.
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## Remark
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For example: these two sets can be disected into a pair of similar sets!

