## Branko Grünbaum

Preface to the notes on "Modern Elementary Geometry"

These notes were distributed to students taking the Math 553A course "Modern Elementary Geometry" given in Spring Quarter 1997 by Branko Grünbaum. They were written as the course was proceeding, and have not been modified for the present edition (except for the correction of obvious typos, and changes in the fonts that were used but are not supported in the newer versions of MSWord). Several copies were distributed in 1997 to peoples outside the course; among them was my frequent coauthor G. C. Shephard.

In the late 1980's and the early 1990's G. C. Shephard and I collaborated on various topics. One of these was a book on polygons we intended to write, and for which we developed the material for several chapters. We published some of the new results we obtained as journal articles, and they served as the basis for most of the sections of the first part of these lecture notes.

Other topics we developed we called "Relatives of Napoleon's theorem". This grew immensely through correspondence (much of it by e-mail) and during several visits by Shephard at the University of Washington. This material forms the basis of most sections of the second part of the course. As we investigated the field, and became aware of the work of others that had related results, the extent of the material grew, and we never reached a stage in which we though that we can publish a paper of reasonable length in which this would be presented. The second part of the notes can serve as a confirmation of the length that this would require; Shephard was among the recipients of these notes.

Towards the end of 1999 I broke of all cooperation with Shephard. Since the work on "Napoleon's relatives" was a result of collaboration over several years, I did not publish any of it. It came as a complete surprise to me when Shephard published much of the material of the first six sections of the second part of these notes in a paper in which there is no mention whatsoever of our collaboration. The paper is "Sequences of
smoothed polygons"; it appeared in the volume Discrete Geometry: In Honor of W. Kuperberg's 60th Birthday. A. Bezdek, ed. Dekker, New York 2003, pp. 407 - 430.

While these notes were written during the Spring Quarter 1997, and since then, there have been various developments concerning the topics of the notes but not mentioned in the notes. The following remarks should help find most of these additional results.

Concerning the first part of the notes, I should mention the following:

Euler's results concerning sums of various ratios, mentioned in Section 4, have been generalized in several papers:
B. Grünbaum, Cyclic ratio sums and products, Crux Mathematicorum 24(1998), $20-25$.
G. C. Shephard, Cyclic sums for polygons. Math. Magazine 72(1999), 126 - 132.
B. Grünbaum and M. S. Klamkin, Euler's ratio-sum theorem and generalizations. Math. Magazine 79(2006), 122 - 130.

The results of Section 5 were published in B. Grünbaum and G. C. Shephard, Ceva, Menelaus and Selftransversality. Geometriae Dedicata 65(1997), 179 - 192. A different generalization was presented in B. Grünbaum and G. C. Shephard, A new Ceva-type theorem. Math. Gazette 80(1996), 492 - 500.

Significant extensions of the material in Section 7 have appeared in papers by G. C. Shephard:

The Nehring-Reyes' theorems for polygons. Nieuw Archief voor Wiskunde (4) 16(1998), 1 - 20.

The polygon theorems of Pratt-Kasapi and Hoehn. Geombinatorics 9(1999), 76 89.

The compleat Ceva. Math. Magazine 83(1999), 74 - 81.

Isomorphism invariants for projective configurations. Canad. J. Math. 51(1999), 1277 - 1299.

Pratt sequences and n-gons. Discrete Math. 221(2000), $125-154$.

Parts of the material of Sections 8 and 9 were proved by a different method, and generalizations established in papers by G. C. Shephard:

Cyclic product theorems for polygons. I: Constructions using circles. Discrete Comput. Geometry 24(2000), 551 - 571.

Cyclic product theorems for polygons. II: Constructions using conic sections. Discrete Comput. Geometry 26(2001), 513 - 526.

The "Napoleon's theorem" part of the notes has an extensive bibliography already in 1995 there were close to 200 references - and the topic attracts considerable interest to the present. I have added some more recent references, and attached the whole list at the end of these notes. The added references are distinguished by the letter N .

The material in Section N. 7 and N. 8 was developed by me alone; some of the contents of N. 8 it was published in volume $7(1997 / 98)$ of the journal Geombinatorics.

Seattle, November 2009

## MODERN ELEMENTARY GEOMETRY

## 1. Introduction.

Elementary Geometry studies the properties of finite sets of points, lines, segments, circles, and other similarly simple objects in the plane, in the 3-dimensional space, or - in some cases - in spaces of higher dimensions or in other settings. The traditional Elementary Geometry had its start in antiquity, with some well known properties of right triangles (theorem of Thales, theorem of Pythagoras).

Although its scope widened over the intervening millennia, Elementary Geometry can still be said to center on the geometry of triangles. There are scores of "remarkable points" associated with triangles, as well as an assortment of numbers, lines, circles, triangles, and other objects. A recent survey (Kimberling [1994]) lists more than one hundred "remarkable points" and hundreds of "remarkable lines" ! In fact, with only a small effort the number of such objects could be increased at will, though with an attendant loss of interest. This would repeat an analogous historical development: About a century ago, there was a flourishing branch of geometry which went by the name "Triangle Geometry", devoted to pursuing the "remarkable points" and their relatives. However, the more intense and detailed the study of triangles became, the less interest in this study was evinced by the rest of mathematicians. (See Davis [1995] for a discussion of this topic.) Triangle geometry, and with it much of elementary geometry, was soon excised from the body of active mathematics and from higher education; only minor fragments of it were relegated to high school mathematics.

The purpose of this course is to show that Elementary Geometry leads to many new results, insights, and connections to other branches of mathematics. Many of these can be found by extending the investigations from triangles to general polygons, and by an analogous widening of the scope of other elementary constructions. Such considerations have resulted in many interesting problems, which are trivial or even meaningless for triangles. During the last few years this approach has led to a renewal of interest in questions which can be considered as "Elementary Geometry". We shall discuss several newly developed directions and a number of promising topics of further inquiry. We shall consider the various methodologies that are applicable to such studies, as well as applications to other areas of mathematics.

A large role in the revival of elementary geometry is played by computers - both as tools and as sources of new topics. However, while giving computational aspects a deservedly large role, our treatment will try to emphasize the whole spectrum of applicable methods of proof, and of searches for possible generalizations of known results.

Although a survey like the present one cannot be exhaustive, in the topics considered we shall strive for an exposition that is as up-to-date as possible.

The above generalities will now be illustrated by several examples, hinted at in Figures 1.1, 1.2 and 1.3.

In Figure 1.1 we show the four traditional "remarkable points" and the line and circles to which they lead. Although the generation of these four points follows very similar steps ("The three lines ... are concurrent") we shall see that in a more general setting they lead to very different objects, which exhibit quite distinct properties.

Figure 1.2 shows a more recently discovered property of triangles, which goes by the name "Napoleon's theorem", although its relation to the French emperor is rather unclear. The theorem asserts that if equilateral triangles are constructed on the sides of an arbitrary triangle, all towards the outside or all towards the inside, then their centroids will be the vertices of an equilateral triangle.

In Figure 1.3 we illustrate another famous theorem, associated with the names of Newton and Gauss. Four lines in "general position" (no two parallel, no three concurrent) meet in six points. These points form three pairs of points such that the two points of a pair are not contained in any one of the starting lines. These pairs determine the three "diagonals" of the set of four lines. The theorem in question states that the midpoints of the three diagonals are collinear.

Our program is as follows.

We shall start by showing how the four "remarkable points" of Figure 1.1 can be derived in a uniform way using a result known as the theorem of Ceva. Then we shall discuss a number of generalizations and relatives of Ceva's theorem. Following this we shall investigate the generalizations of the individual "remarkable points" to polygons and other appropriate objects. This will lead to a mostly unexplored territory.

## Centroid:

point of concurrence of the three medians.


## Orthocenter:

point of
concurrence of the three altitudes


## Circumcircle

## Circumcenter:

point of concurrence of the three perpendicular bisectors of the sides


Incenter:
point of concurrence of the three angle bisectors


Figure 1.1. The four traditional "remarkable points" of a triangle, and the two circles and one line to which they lead.

The investigation of Napoleon's theorem and its relatives will lead us to an algebra of polygons, which will turn out to be extremely useful in the study of very general iterative constructions on polygons. It will also lead to a variety of other results, and unify many seemingly unrelated facts. Parts of this material have been known for some time, but it seems that the full potential of the methods used has not been realized.

The Newton-Gauss line is the starting points for several families of results that deal with finite families of lines. There is a remarkable collection of results leading to points, lines, circles and other objects, associated with the names of Steiner, Wallace, Clifford, de Longchamps.


Figure 1.2. "Napoleon's theorem" starts with an arbitrary triangle and leads to two equilateral triangles.


Figure 1.3. The Newton-Gauss line of a quadrilateral. Starting with four lines in general position, three "diagonals" are determined; their midpoints are collinear, on the NewtonGauss line.

## Remarks and exercises.

(1) There are several books that contain, in one form or another, much of the material mentioned above and cover many other topics of a similar kind. The following is a brief list, which does not contain the countless books of the "College Geometry" type.

Coxeter [1980] and Coxeter \& Greitzer [1967] are very attractive books with a wealth of material, presented is an accessible way.

Altshiller-Court [1952] and Johnson [1960] contain much more detail and material; while the former is more leisurely organized, the latter covers more ground but is a bit inconvenient to use since it requires some jumping back and forth to follow its proofs. Both are rather old-fashioned, their first editions are from 1925 and 1929, respectively.

Eves [1963] is a more modern presentation, with many results presented in exercises.

Chou, Gao \& Zhang [1994] is an extraordinary book. It explains a method of computer verification of theorems covering a considerable part of elementary geometry, in a format that allows an easy translation into traditionally presented proofs. However, the reason for mentioning it here is that it contains a huge list of theorems of elementary geometry.
(2) It may be noted that the centroid of a triangle plays a double role: it is the vertex centroid, the center of gravity of three equal masses places at the vertices, and also the area centroid, center of gravity of a mass homogeneously distributed over the interior of the triangle. This is worth mentioning since it does not generalize to polygons with more sides.
(3) Challenge: Locate the perimeter centroid of a triangle, that is, the center of gravity of a mass distributed uniformly along the edges of the triangle.

## References.

N. Altshiller-Court, College Geometry. An Introduction to the Modern Geometry of the Triangle and the Circle. Barnes \& Noble, New York 1952.
S.-C. Chou, X.-S. Gao and J.-Z. Zhang, Machine Proofs in Geometry. Automated Production of Readable Proofs for Geometry Theorems. World Scientific, Singapore 1994.
H. M. S. Coxeter, Introduction to Geometry. 2nd ed. Wiley, New York 1980.
P. J. Davis, The rise, fall, and possible transfiguration of triangle geometry: a minihistory. Amer. Math. Monthly 102(1995), 204-214.
H. Eves, A Survey of Geometry. Vols. 1 and 2. Allyn \& Bacon, Boston 1963.
R. A. Johnson, Advanced Euclidean Geometry. An Elementary Treatise on the Geometry of the Triangle and the Circle. Dover, New York 1960.
C. Kimberling, Central points and central lines in the plane of a triangle. Math. Magazine 67(1994), 163-187.

## 2. The classical theorem of Ceva.

The traditional version of the theorem of Ceva (which goes back to the 17th century; Giovanni Ceva, 1647 - 1734) is as follows; for convenience, we split it into two parts.

## Ceva's theorem.

(a) Direct part: If the lines through a point O and the vertices of a triangle $\mathrm{T}=\Delta \mathrm{ABC}$ intersect the opposite sides in points $\mathrm{A}^{*}, \mathrm{~B}^{*}, \mathrm{C}^{*}$ as shown in Figure 2.1, then

$$
\begin{equation*}
\frac{\mathrm{AC}^{*}}{\mathrm{C}^{*} \mathrm{~B}} \cdot \frac{\mathrm{BA}^{*}}{\mathrm{~A}^{*} \mathrm{C}} \cdot \frac{\mathrm{CB} *}{\mathrm{~B}^{*} \mathrm{~A}}=1 . \tag{*}
\end{equation*}
$$

(b) Converse part: If $A^{*}, B^{*}, C^{*}$ are points on the sides of $T$ and $\left(^{*}\right)$ holds, then the lines $\mathrm{AA}^{*}, \mathrm{BB}^{*}, \mathrm{CC}^{*}$ are concurrent at some point O .


Figure 2.1. An illustration of Ceva's theorem: $\frac{\mathrm{AC}^{*}}{\mathrm{C} * \mathrm{~B}} \cdot \frac{\mathrm{BA}^{*}}{\mathrm{~A}^{*} \mathrm{C}} \cdot \frac{\mathrm{CB}^{*}}{\mathrm{~B}^{*} \mathrm{~A}}=1$ if and only if the lines $\mathrm{AA}^{*}, \mathrm{BB}^{*}, \mathrm{CC}^{*}$ are concurrent.

The above is a rather sloppy formulation; to make it precise, we have to add a few explanations and assumptions.

To begin with, we shall assume that each side of the triangle is oriented in one of the two possible directions; as it turns out, it does not matter which direction is chosen. Since in the generalizations it is sometimes convenient to have the sides of polygons oriented in a consistent manner, we may just as well assume already here such a consistent orientation. A segment PQ on an oriented line may be assigned a signed length - its usual length with a positive sign if the vector from P to Q agrees with the orientation of the line, and with a negative sign otherwise. Since each ratio in (*) involves collinear segments, the value of the ratio is a real number (positive, negative, or zero) which does not depend on the orientation of the line. We shall agree that
throughout our discussion, we shall consider ratios of segments only if they are carried by the same line, and in this case we shall always consider the ratio to be a real number, as explained above.

Second, we shall assume, here and throughout, that all the ratios appearing in the statements of results are well defined. This means, in particular, that the intersection points used are actually defined (so that the lines involved are neither coinciding nor parallel), and that the segments are not reduced to single points. As a direct consequence of this assumption, we see that the point O cannot lie on any of the edges of T or their extensions. In fact, we find it convenient to adopt a terminology that is more specific than is customary. For a triangle $T=\triangle A B C$ each of the segments $A B, B C, C A$ will be called an edge of $T$, while each of the lines determined by these segments will be called a side of T. This is the meaning of "side" and "edge" that should be understood in our formulation of Ceva's theorem, and in the comment above (which can now be shortened to: O does not lie on any side of T ). In accordance with this, we shall from now on distinguish in diagrams and in text between sides (which are unbounded lines) and edges (which are segments).

Finally, notice that the point $O$ in Ceva's theorem does not have to be contained in the interior of the T ; hence there are three different illustrations one may wish to give for the theorem - see Figure 2.2.

Proof. The literature contains many different proofs of Ceva's theorem. The proof we shall give was chosen because it uses an idea that can be applied in countless other cases. But before giving the proof of the direct part, we observe that the converse part is an immediate consequence of the direct one: Let $\mathrm{A}^{*}, \mathrm{~B}^{*}, \mathrm{C}^{*}$ be given (on the appropriate sides of $\mathrm{T}=\Delta \mathrm{ABC}$ ), such that $\left(^{*}\right)$ holds. Let O be the intersection point of $\mathrm{AA}^{*}$ and $\mathrm{BB}^{*}$, and let $\mathrm{C}^{* *}$ be the intersection point of AB and CO . By the direct part of the theorem, $\frac{\mathrm{AC}^{* *}}{\mathrm{C}^{* *} \mathrm{~B}} \cdot \frac{\mathrm{BA}^{*}}{\mathrm{~A}^{*} \mathrm{C}} \cdot \frac{\mathrm{CB}^{*}}{\mathrm{~B}^{*} \mathrm{~A}}=1$. Combining this with $(*)$ we find that
$\frac{A C^{* *}}{C^{* *} B}=\frac{\mathrm{AC}^{*}}{\mathrm{C}^{*} \mathrm{~B}}$, and hence $\mathrm{C}^{* *}=\mathrm{C}^{*}$.

As to the direct part, we use what is called the area principle: This is the observation that $\frac{\mathrm{AC}^{*}}{\mathrm{C}^{*} \mathrm{~B}}=\frac{\operatorname{area}(\triangle \mathrm{OCA})}{\operatorname{area}(\triangle \mathrm{OBC})}$, where the areas are also taken as signed numbers (positive if the orientation is counterclockwise, negative otherwise). To
simplify the expressions, in the sequel we shall denote such ratios by placing the signed lengths or areas in outlined brackets, so that the area principle can be written simply in the form $\left[\frac{\mathrm{AC}^{*}}{\mathrm{C}^{*} \mathrm{~B}}\right]=\left[\frac{\mathrm{ACO}}{\mathrm{CBO}}\right]$. Then, using the area principle and cancellation, we have

$$
\left[\frac{\mathrm{AC}^{*}}{\mathrm{C} * \mathrm{~B}}\right] \cdot\left[\frac{\mathrm{BA}^{*}}{\mathrm{~A}^{*} \mathrm{C}}\right] \cdot\left[\frac{\mathrm{CB}^{*}}{\mathrm{~B}^{*} \mathrm{~A}}\right]=\left[\frac{\mathrm{ACO}}{\mathrm{CBO}}\right] \cdot\left[\frac{\mathrm{BAO}}{\mathrm{ACO}}\right] \cdot\left[\frac{\mathrm{CBO}}{\mathrm{BAO}}\right]=1 .
$$

Having the converse part of Ceva's theorem at our disposal, it is easy to prove the existence of the four "remarkable points" of Section 1. The most straightforward is the centroid: Since each of the medians passes through the midpoint of an edge, each of the three ratios is equal to 1 ; hence the three medians meet at a point, which is usually called the centroid of the triangle.

To show that the three altitudes are concurrent (at the orthocenter of the triangle) we note that in the notation of Figure 2.3 we have

$$
\begin{aligned}
& \mathrm{AC}^{*}=\mathrm{AC} \cos \alpha, \quad \mathrm{C} * \mathrm{~B}=\mathrm{CB} \cos \beta, \\
& \mathrm{BA}^{*}=\mathrm{BA} \cos \beta, \quad \mathrm{~A} * \mathrm{C}=\mathrm{AC} \cos \gamma, \\
& C^{*}=\mathrm{CB} \cos \gamma, \quad \mathrm{~B}^{*} \mathrm{~A}=\mathrm{BA} \cos \alpha,
\end{aligned}
$$

where $\alpha, \beta, \gamma$ are the angles at the vertices $\mathrm{A}, \mathrm{B}, \mathrm{C}$. Substituting these values we see that $(*)$ is satisfied, hence the three altitudes meet at a point.


Figure 2.2. The three distinct positions of the point O of Ceva's theorem.

The existence of the circumcenter, the meeting point of the three perpendicular bisectors of the edges of the triangle, now follows at once on noticing (in the notation of Figure 2.4) that the perpendicular bisectors of the edges of $\triangle \mathrm{ABC}$ are the altitudes of $\Delta \mathrm{A} * \mathrm{~B} * \mathrm{C}^{*}$.


Figure 2.3. Notation for the proof of the existence of the orthocenter, the point of concurrence of the three altitudes.


Figure 2.4. Notation for the proof of the existence of the circumcenter of $\triangle A B C$, which coincides with the orthocenter of $\Delta \mathrm{A} * \mathrm{~B}^{*} \mathrm{C}^{*}$.


Figure 2.5. Notation for the proof of existence of the incenter, the point of concurrence of the three angle-bisectors.

To show the existence of the incenter, we note that (in the notation of Figure 2.5, and using the sine theorem) $\frac{\mathrm{AC}^{*}}{\sin (\gamma / 2)}=\frac{\mathrm{AC}}{\sin \phi}$ and $\frac{\mathrm{C}^{*} \mathrm{~B}}{\sin (\gamma / 2)}=\frac{\mathrm{CB}}{\sin (\pi-\phi)}=\frac{\mathrm{CB}}{\sin \phi}$, etc. Substituting and cancelling, we see that $(*)$ again holds. ,

We end this section with an ancient result, usually known as the Theorem of Menelaus (first century AD). We shall again state it in two parts.

## Menelaus's theorem.

(a) Direct part: Let a triangle $T=\Delta \mathrm{ABC}$ and a transversal line t be given, such that $t$ does not pass through any vertex of $T$ and is not parallel to any side of $T$. Let $t$ intersect the sides of $T$ in $A^{*}, B^{*}, C^{*}$ as illustrated in Figure 2.6. Then

$$
\begin{equation*}
\left[\frac{\mathrm{AC}^{*}}{\mathrm{C}^{*} \mathrm{~B}}\right] \cdot\left[\frac{\mathrm{BA}^{*}}{\mathrm{~A}^{*} \mathrm{C}}\right] \cdot\left[\frac{\mathrm{CB}^{*}}{\mathrm{~B}^{*} \mathrm{~A}}\right]=-1 . \tag{**}
\end{equation*}
$$

(b) Converse part: If $C^{*}, A^{*}, B^{*}$ are points on the sides $A B, B C, C A$ of a triangle $\mathrm{T}=\triangle \mathrm{ABC}$, and if $\left({ }^{* *}\right)$ holds, then $\mathrm{A}^{*}, \mathrm{~B}^{*}, \mathrm{C}^{*}$ are collinear.

It may be noted that the transversal $t$ need not intersect the interior of the triangle.


Figure 2.6. An illustration of the theorem of Menelaus and its proof.
Proof. Direct part. Let P be the intersection point of BC and the line parallel to $t$ and passing through A. Then, by the proportionality of transversals between parallel lines, we have

$$
\left[\frac{\mathrm{AC}^{*}}{\mathrm{C} * \mathrm{~B}}\right] \cdot\left[\frac{\mathrm{BA}^{*}}{\mathrm{~A}^{*} \mathrm{C}}\right] \cdot\left[\frac{\mathrm{CB}^{*}}{\mathrm{~B}^{*} \mathrm{~A}}\right]=\left[\frac{\mathrm{PA}^{*}}{\mathrm{~A}^{*} \mathrm{~B}}\right] \cdot\left[\frac{\mathrm{BA}^{*}}{\mathrm{~A}^{*} \mathrm{C}}\right] \cdot\left[\frac{\mathrm{CA}^{*}}{\mathrm{~A}^{*} \mathrm{P}}\right]=-1 .
$$

Converse part. Let $\mathrm{C}^{* *}$ be the intersection point of the line through $\mathrm{A}^{*}$ and $\mathrm{B}^{*}$ with the side AB . By the direct part, $\left[\frac{\mathrm{AC}}{} \mathrm{C}^{* *} \mathrm{~B}\right] \cdot\left[\frac{\mathrm{BA}^{*}}{\mathrm{~A}^{*} \mathrm{C}}\right] \cdot\left[\frac{\mathrm{CB}^{*}}{\mathrm{~B}^{*} \mathrm{~A}}\right]=-1$. From this and $(* *)$ it follows that $\left[\frac{\mathrm{AC}^{* *}}{\mathrm{C}^{* *} \mathrm{~B}}\right]=\left[\frac{\mathrm{AC}^{*}}{\mathrm{C}^{*} \mathrm{~B}}\right]$, which implies $\mathrm{C}^{*}=\mathrm{C}^{* *}$. Hence $\mathrm{A}^{*}, \mathrm{~B}^{*}, \mathrm{C}^{*}$ are collinear, as claimed. ,

## Remarks and Exercises.

(1) Formulate the geometric statement which holds in the cases excluded in Ceva's theorem.
(2) Thinking in terms of coordinate geometry, it is clear that the theorem of Ceva is equivalent to saying that a polynomial (of degree at most 18 , I think) involving the eight coordinates of the points $\mathrm{A}, \mathrm{B}, \mathrm{C}, \mathrm{O}$ is 0 for all (or, at least, for almost all) choices of values for the variables. This can happen only if the polynomial is identically zero, and it only shows that equivalent formulations of a fact may differ greatly in their aesthetic appeal, and in their applicability.
(3) Find in explicit form a polynomial of the kind mentioned in (2) above, so that its being identically 0 is equivalent to Ceva's theorem. How low a degree can you get?
(4) The proof of Menelaus' theorem given above is based on the following trivial fact: Let A, B, C, P be distinct and collinear points. Then $\left[\frac{\mathrm{PA}}{\mathrm{AB}}\right] \cdot\left[\frac{\mathrm{BA}}{\mathrm{AC}}\right] \cdot\left[\frac{\mathrm{CA}}{\mathrm{AP}}\right]=-1$. Similarly trivial is the relation $\left[\frac{\mathrm{AP}}{\mathrm{PB}}\right] \cdot\left[\frac{\mathrm{PB}}{\mathrm{CP}}\right] \cdot\left[\frac{\mathrm{PC}}{\mathrm{PA}}\right]=-1$. We shall later see that these fit into a family of nontrivial results.
(5) If the triangle is given by the coordinates of its vertices (or by the corresponding vectors $\left.v_{1}, v_{2}, v_{3}\right)$ the centroid is obviously given by the expression $\left(v_{1}+v_{2}+v_{3}\right) / 3$. Find an expression (in terms of coordinates) for the circumcenter of such a triangle. What about the orthocenter, or the incenter ?
(6) A general suggestion, intended to provide mental exercise, as well as practice in guessing (and possibly proving) generalizations of known results: Try to find generalizations to higher-dimensional simplices of the results on triangles we have seen. Strange as it may seem, this is usually much easier than finding generalizations to polygons with more than three sides.

## 3. Polygons, multilaterals, polyacrons.

Our next goal is the generalization of the theorem of Ceva (and its relatives) to the case of polygons. However, there is an obstacle that has to be overcome before we can meaningfully do this: We have to make sure our terminology fits our intentions.

Polygons are familiar geometric objects which have been studied and used in practical applications since antiquity. Over the millenia, many of their properties have been elucidated, but a considerable amount of confusion exists regarding the precise definition of the concepts, and the range of validity of various results. This is in large part due to the versatility of polygons, and the different directions in which their theory has been developed. For example, convex polygons have properties shared with more general convex sets, as well as with higher-dimensional convex sets and polytopes. On the other hand, convexity of the polygons is entirely irrelevant to studies of many of their affine or topological properties; in fact, if attention is restricted to convex polygons many of these properties are completely hidden or insignificant. Other dilemmas arise in the distinctions between polygons with or without selfintersections, with various kinds of collinearities or coincidences, and in many other respects. Naturally, there is no "right" definition which should replace all others - different contexts are best served by appropriate delimitations of the objects investigated.

Some examples should help clarify the above musings. If one is interested in relations between the perimeter of a polygon and the area of the region enclosed by it, convex polygons are the natural objects of study. Regardless of whether more general polygons are admitted or not, the attention is soon restricted to convex ones. On the other hand, if the possible kinds of selfintersection of a polygon are investigated, convex polygons present an extremely uninteresting case. In still a different direction, even some classical results that are usually formulated for polygons (or, at least, for triangles, such as much of the material in Section 2) deal in fact not with polygons as such - that is, polygons understood as closed curves formed by straight-line segments - but with the lines that carry the edges of the polygons.

The one aspect of polygons that is fundamental is their cyclicity: Going from one vertex to an adjacent one leads after finitely many steps to the starting vertex, having visited all the vertices. Whether one wishes to think of the segments between adjacent vertices or the lines generated by these, and regardless of whether coincidences and
selfintersections are permitted or not, this cyclic character distinguishes polygons from other geometric figures. For this reason we shall start our study with just this kind of objects: finite cyclic sets of points. Various kinds of polygons, or polygon-like objects, can then be defined, and their properties established without confusion or prejudicial limitations. Our presentation will be guided by the vast amount of knowledge that has been accumulating over the centuries without ever being systematized.

One reason for the desirability of such a systematization at the present time is that many new directions of investigation have been opened up by the advent of computers and computer graphics. These made possible the experimental quest for properties, on a scale that could not have been imagined even a single generation ago. As we shall see, many results that have traditionally been considered as limited to triangles can be meaningfully extended to much more general situations.

Given any set S — the "space" in which we shall be working - and a positive integer $n$, an $n$-acron $P$ is a collection $\left(V_{1}, V_{2}, \ldots, V_{n}\right)$ of labeled elements of $S$, considered as cyclically ordered. By this is meant that $V_{i+1}$ is taken as following $V_{i}$ for $\mathrm{i}=1,2, \ldots, \mathrm{n}-1$, and that $\mathrm{V}_{1}$ follows $\mathrm{V}_{\mathrm{n}}$. Such pairs of points are said to be adjacent to each other. To emphasize this aspect of $n$-acrons we use the round parentheses instead of the curly brackets used for sets. The points $V_{i}$ are called the vertices of the $n$-acron $P$. In most cases (but not always!) it is convenient to assume that $\mathrm{n}>1$, thus eliminating $\mathbf{1}$-acrons or monogons, the inclusion of which would frequently render statements trivial, or in need of special provisions. Also, very often it is appropriate to assume that $\mathbf{2}$-acrons or digons are excluded, for similar reasons. However, we shall try to give all definitions in as general a way as possible, so as not to preclude the consideration of these and other special cases. Due to the cyclic character of n -acrons, we do not distinguish between $\left(\mathrm{V}_{1}, \mathrm{~V}_{2}, \ldots, \mathrm{~V}_{\mathrm{n}}\right)$ and $\left(\mathrm{V}_{2}, \mathrm{~V}_{3}, \ldots, \mathrm{~V}_{\mathrm{n}}, \mathrm{V}_{1}\right)$ or any other ways of writing the vertices in a cyclic permutation of the original list. However, for $\mathrm{n} \geq 3$, the n -acron $\left(\mathrm{V}_{\mathrm{n}}, \ldots, \mathrm{V}_{2}, \mathrm{~V}_{1}\right)$ is different from the n -acron $\left(\mathrm{V}_{1}\right.$, $\mathrm{V}_{2}, \ldots, \mathrm{~V}_{\mathrm{n}}$ ). It is said to be obtained from the latter by reversing the orientation.

While there is no inherent restriction on what the space S should be, we shall limit our considerations to the Euclidean d-spaces $\mathrm{E}^{\mathrm{d}}$, for suitable dimensions d. In fact, most of the time we shall be assuming that $\mathrm{d}=2$, although other choices are at times convenient or necessary. As will be pointed out in appropriate places, for many of the results it is possible to assume that the space is the real d-dimensional affine space $\triangle \mathrm{d}$, since the special Euclidean metric is not relevant.

We made no restriction concerning the coincidences of the vertices of $n$-acrons. Thus, it is possible for all of them to coincide - in which case we will call the $n$-acron trivial. It should be noted that if $n>1$ the trivial $n$-acron is an object quite different from a monogon.

With each n -acron $\mathrm{P}=\left(\mathrm{V}_{1}, \mathrm{~V}_{2}, \ldots, \mathrm{~V}_{\mathrm{n}}\right)$ we can associate two related objects:
(a) the n-gon $\left[\mathrm{V}_{1}, \mathrm{~V}_{2}, \ldots, \mathrm{~V}_{\mathrm{n}}\right]$ is the polygon, as this word is generally understood; specifically, this is the collection, cyclically ordered, of the vertices Vi and the edges $\left[\mathrm{V}_{\mathrm{i}}, \mathrm{V}_{\mathrm{i}+1}\right]$, that is, straight-line segments with endpoints $\mathrm{V}_{\mathrm{i}}$ and $\mathrm{V}_{\mathrm{i}+1}$. The coincidence of the two endpoints of an edge is not excluded; in this case the edge is reduced to a single point.
(b) the n -lateral $\left\langle\mathrm{V}_{1}, \mathrm{~V}_{2}, \ldots, \mathrm{~V}_{\mathrm{n}}\right\rangle$ is a multilateral; specifically, this is the cyclically ordered collection of the vertices Vi and the sides $\left\langle\mathrm{V}_{\mathrm{i}}, \mathrm{V}_{\mathrm{i}+1}\right\rangle$, that is, straight lines determined by the points $\mathrm{V}_{\mathrm{i}}$ and $\mathrm{V}_{\mathrm{i}+1}$. If adjacent points $\mathrm{V}_{\mathrm{i}}$ and $\mathrm{V}_{\mathrm{i}+1}$ coincide, a decision needs to be made and specified concerning the side $\left\langle\mathrm{V}_{\mathrm{i}}, \mathrm{V}_{\mathrm{i}+1}\right\rangle$. In some cases it is appropriate to understand $\left\langle\mathrm{V}_{\mathrm{i}}, \mathrm{V}_{\mathrm{i}+1}\right\rangle$ as a point, in others as any line through that point; at times it is most appropriate to exclude such multilaterals from consideration. In necessary, we shall indicate what is to be assumed in a specific case.

We shall say that the $n$-gon $\left[\mathrm{V}_{1}, \mathrm{~V}_{2}, \ldots, \mathrm{~V}_{\mathrm{n}}\right]$ and the n -lateral $<\mathrm{V}_{1}, \mathrm{~V}_{2}, \ldots$, $\mathrm{V}_{\mathrm{n}}>$ have $\left(\mathrm{V}_{1}, \mathrm{~V}_{2}, \ldots, \mathrm{~V}_{\mathrm{n}}\right)$ as the underlying n -acron, or underlying set of vertices.

An n-gon is said to be simple if no point of the plane lies on three or more edges of the n -gon, and no point belongs to the relative interior of two or more edges. Such polygons are also known as Jordan polygons.

Two more concepts are needed. Any (unordered) collection of n labeled points is called an $\mathbf{n}$-set (or a polyset, if the value of n is unimportant or not known). The difference from a set of points in the usual sense is that without the labels the points of a polyset may not be distinct. However, we shall use curly brackets, the notation customary for ordinary sets, for polysets as well. Similarly, any unordered collection of n straight lines will be called an n-line (or a polyline). For example, the Newton-Gauss line mentioned in Section 1 is defined for certain 4-lines.

## Remarks and exercises.

(1) It is easy to verify that an $n$-set consisting of $n \geq 3$ distinct points can be cyclically ordered in such a way that it is the underlying set of vertices of a simple polygon if and only if the $n$-set in not contained in one line. Since an unordered set of $n$ distinct points can be cyclically ordered in ( $n-1$ )! ways, that is, leads to ( $n-1$ )! distinct n -acrons, and hence to the same number of distinct n -gons. However, it is not known what is the maximal number $s(n)$ of possible cyclic orderings of a suitable $n$-set that are underlying sets of vertices of simple n -gons. For $\mathrm{n}=3$ or $\mathrm{n}=4$ the upper bound $\mathrm{s}(\mathrm{n})$ $=(n-1)$ ! is attained. It can be shown that $s(5)=16<24$, but already the value of $n(6)$ is not known. It is also not known whether for every k with $0 \leq \mathrm{k} \leq \mathrm{s}(\mathrm{n})$ there is an n -set such that there are precisely k distinct simple polygons obtainable by different cyclic orderings of the $n$-set.
(2) Show that there exists a 9-lateral M with distinct vertices, such that each of its sides contains a vertex of M other than the two that determine the side.

* Show that no such n -lateral exists for $\mathrm{n} \leq 8$, but that there are n -laterals of this kind for every $\mathrm{n} \geq 9$.
(3) Find at least one example of an n-lateral M with all vertices distinct and all sides distinct, such that each side of $M$ contains two vertices of $M$ in addition to the two that determine the side.
(4) For certain even values of $n$, there exist Jordan $n$-gons $G$ with no three consecutive vertices collinear, such that all the edges of $G$ are contained in [ $n / 2$ ] lines. Find some examples.
** A characterization of the possible values of n for this to happen is not known. What is the least number of lines needed to contain all edges of some such $n$-gon with odd n ? Can all the edges of such an n -gon be contained in fewer than $[(\mathrm{n}+1) / 2]$ lines ?
(5) Let P be an n -set consisting of distinct points, and let $\lambda(\mathrm{P})$ be the number of distinct lines determined by the points of A. Clearly $1 \leq \lambda(P) \leq n(n-1) / 2$. However, not every integer in this interval is a possible value of $\lambda(\mathrm{P})$. Can you determine the possible values of $\lambda(\mathrm{P})$ in case $\mathrm{n}=8$ ? An analogous (but different) problem concerns the number $\pi(\mathrm{L})$ of distinct points that can be determined by an n -line L consisting of distinct lines. Clearly $0 \leq \pi(\mathrm{L}) \leq \mathrm{n}(\mathrm{n}-1) / 2$. Can you determine the possible values of $\pi(\mathrm{L})$ in case $\mathrm{n}=8$ ?


## 4. Ceva, Menelaus and Selftransversality.

The theorems of Ceva and Menelaus formulated and proved in Section 2 are wellknown results in classical elementary geometry. Both express facts about products of certain cyclic ratios of lengths of segments determined on the sides of triangles by either a suitable point, or a suitable transversal line. These theorems have been extended in various ways, some of which are specified below and in the exercises. Other results concerning cyclic products of ratios have been found recently, in joint work with G. C. Shephard. We shall discuss some of these as well. In all the following discussions we shall assume, without repeating it every time, that the points and lines in question are such that all the ratios are well defined.

We start with the following generalization of Ceva's theorem, which is found in many geometry texts; here it is formulated in our terminology. We recall that if $A, B, C$, $D$ are distinct collinear points, we write $\left[\frac{A B}{C D}\right]$ for the ratio of the length of the segment $[\mathrm{A}, \mathrm{B}]$ to the length of the segment $[\mathrm{C}, \mathrm{D}]$, taken with a positive or a negative sign depending on whether the two segments are oriented the same way, or oppositely oriented.

## Generalized theorem of Ceva.

Direct part. Let $\mathrm{n}=2 \mathrm{~m}+1$ be an odd integer, $\mathrm{M}=\left\langle\mathrm{V}_{1}, \mathrm{~V}_{2}, \ldots, \mathrm{~V}_{\mathrm{n}}\right\rangle$ an n-lateral, Q a point of the plane not collinear with any two vertices of M . If the line $<\mathrm{V}_{\mathrm{i}}, \mathrm{Q}>$ intersects the line $\left\langle\mathrm{V}_{\mathrm{i}+\mathrm{m}}, \mathrm{V}_{\mathrm{i}+\mathrm{m}+\mathrm{l}}>\right.$ in the point $\mathrm{W}_{\mathrm{i}}$, then

$$
\begin{equation*}
\prod_{\mathrm{i}=1}^{\mathrm{n}}\left[\frac{\mathrm{~V}_{\mathrm{i}+\mathrm{m}} \mathrm{~W}_{\mathrm{i}}}{\mathrm{~W}_{\mathrm{i}} \mathrm{~V}_{\mathrm{i}+\mathrm{m}+1}}\right]=1 . \tag{*}
\end{equation*}
$$

Converse part. Let $\mathrm{n}=2 \mathrm{~m}+1$ be an odd integer, let $\mathrm{M}=\left\langle\mathrm{V}_{1}, \mathrm{~V}_{2}, \ldots, \mathrm{~V}_{\mathrm{n}}\right\rangle$ be an $n$-lateral, let $\mathrm{W}_{\mathrm{i}}$ be collinear with $\mathrm{V}_{\mathrm{i}+\mathrm{m}}$ and $\mathrm{V}_{\mathrm{i}+\mathrm{m}+1}$ but distinct from them, let $\mathrm{n}-1$ of the lines $\left\langle\mathrm{V}_{\mathrm{i}}, \mathrm{W}_{\mathrm{i}}\right\rangle$ be concurrent, and let $(*)$ hold. Then all n lines $\left\langle\mathrm{V}_{\mathrm{i}}, \mathrm{W}_{\mathrm{i}}\right\rangle$ are concurrent.

The classical theorem of Ceva is the case $n=3$.
Proof. As in Section 2, the proof of the direct part relies on the following area principle. Let D be the point of intersection of the lines $\langle\mathrm{B}, \mathrm{C}\rangle$ and $\left\langle\mathrm{A}_{1}, \mathrm{~A}_{2}\right\rangle$. Using the signed lengths of the segments, and the signed areas of the triangles involved, the area
principle can be expressed by the relation $\left[\frac{\mathrm{A}_{1} \mathrm{D}}{\mathrm{DA}_{2}}\right]=\left[\frac{\mathrm{A}_{1} \mathrm{BC}}{\mathrm{CBA}_{2}}\right]$. The validity of this relation does not depend on whether or not the points $\mathrm{A}_{1}$ and $\mathrm{A}_{2}$ (the apices of the figure) are separated by the line BC (the basis), see Figure 4.1.

With this in mind, we have (compare Figure 4.2 for an illustration in case $n=5$ )

$$
\prod_{i=1}^{n}\left[\frac{\mathrm{~V}_{\mathrm{i}+\mathrm{m}} \mathrm{~W}_{\mathrm{i}}}{\mathrm{~W}_{\mathrm{i}} \mathrm{~V}_{\mathrm{i}+\mathrm{m}+1}}\right]=\prod_{\mathrm{i}=1}^{\mathrm{n}}\left[\frac{\mathrm{~V}_{\mathrm{i}+\mathrm{m}} \mathrm{Q} \mathrm{~V}_{\mathrm{i}}}{\mathrm{~V}_{\mathrm{i}} \mathrm{Q} \mathrm{~V}_{\mathrm{i}+\mathrm{m}+1}}\right]=1
$$

since the set of numerators coincides with the set of denominators in the second product. The proof of the converse part is immediate.


Figure 4.1. Illustrations of the "area principle".


Figure 4.2. An illustration of the generalized theorem of Ceva, and of its proof. The shaded triangles are the ones resulting from an application of the area principle to the ratio $\mathrm{V}_{3} \mathrm{~W}_{1} / \mathrm{W}_{1} \mathrm{~V}_{4}$.

We next consider the generalization of the theorem of Menelaus, which was first formulated by Carnot [1803]. We state only the direct part, since the formulation and proof of the converse follow exactly the same pattern as in the previous proofs:

## The theorem of Menelaus and Carnot.

If a line L meets the side $\left\langle\mathrm{V}_{\mathrm{i}}, \mathrm{V}_{\mathrm{i}+1}\right\rangle$ of an n -lateral $\mathrm{M}=\left\langle\mathrm{V}_{1}, \mathrm{~V}_{2}, \ldots, \mathrm{~V}_{\mathrm{n}}\right\rangle$ in a point $X_{i}$, then

$$
\prod_{\mathrm{i}=1}^{\mathrm{n}}\left[\frac{\mathrm{~V}_{\mathrm{i}} \mathrm{X}_{\mathrm{i}}}{\mathrm{X}_{\mathrm{i}} \mathrm{~V}_{\mathrm{i}+1}}\right]=(-1)^{\mathrm{n}}
$$

You should by now be able to formulate several different proofs for this assertion.

$$
\text { * } * \quad * \quad * \quad *
$$

Stopping to contemplate the results we have just found, we can come up with the following observation: Both theorems deal with circular products of ratios of segments determined on each side of an n-lateral by a transversal line. The difference between the two theorem is that in the case of Menelaus's theorem there is a fixed line - or, we could say, a line determined by some two fixed points - while in Ceva's theorem each line is determined by one point that is fixed, and one vertex of the $n$-lateral. This makes it reasonable to wonder whether there is a third theorem, in which each transversal line is determined by two vertices of the n-lateral. As it turns out, there is such a result, which we call the "selftransversality theorem". Since the sides of the n-lateral play a role equal to that of its "diagonals", it is appropriate to formulate it for polyacrons.

## The Selftransversality Theorem.

Let $j, r, s$ be integers distinct $(\bmod n)$. For any $n$-acron $P=\left(V_{1}, V_{2}, \ldots, V_{n}\right)$ in the plane, we denote by $\mathrm{W}_{\mathrm{i}}$ the intersection point of the line $\left\langle\mathrm{V}_{\mathrm{i}}, \mathrm{V}_{\mathrm{i}+\mathrm{j}}\right\rangle$ with the line $\left.<\mathrm{V}_{\mathrm{i}+\mathrm{r}}, \mathrm{V}_{\mathrm{i}+\mathrm{s}}\right\rangle$. Assuming that all the ratios are well defined, a necessary and sufficient condition for

$$
\left.\prod_{\mathrm{i}=1}^{\mathrm{n}}\left[\frac{\mathrm{~V}_{\mathrm{i}} \mathrm{~W}_{\mathrm{i}}}{\mathrm{~W}_{\mathrm{i}} \mathrm{~V}_{\mathrm{i}+\mathrm{j}}}\right]\right]=(-1)^{\mathrm{n}}
$$

to hold for an arbitrary P of this kind is that
either (i) $\mathrm{n}=2 \mathrm{~m}$ is even, $\mathrm{j} \equiv \mathrm{m}$ and $\mathrm{s} \equiv \mathrm{r}+\mathrm{m}$;
or (ii) n is arbitrary and

$$
\text { either (ii.a) } s \equiv 2 r \text { and } j \equiv 3 r \text {; }
$$

or (ii.b) $r \equiv 2 \mathrm{~s}$ and $\mathrm{j} \equiv 3 \mathrm{~s}$
(all congruences are $\bmod n$ ).

This is illustrated in Figure 4.3 in cases (i) $n=6, j=3, r=1, s=4$; (ii) $n=5$, $\mathrm{j}=2, \mathrm{r}=3, \mathrm{~s}=4$; and (iii) $\mathrm{n}=7, \mathrm{j}=1, \mathrm{r}=3, \mathrm{~s}=5$.

(i)


Figure 4.3. Three examples illustrating the Selftransversality Theorem. The product of the appropriate ratios is 1 in (i), and -1 in (ii) and (iii). To avoid clutter, all lines have been clipped as much as possible.

Proof. For the proof of the selftransversality theorem we use the area principle for triangles with basis $\left[\mathrm{V}_{\mathrm{i}+\mathrm{r}}, \mathrm{V}_{\mathrm{i}+\mathrm{s}}\right]$ and apices $\mathrm{V}_{\mathrm{i}}$ and $\mathrm{V}_{\mathrm{i}+\mathrm{j}}$, and we obtain

$$
\left[\frac{\mathrm{V}_{\mathrm{i}} \mathrm{~W}_{\mathrm{i}}}{\mathrm{~W}_{\mathrm{i}} \mathrm{~V}_{\mathrm{i}+\mathrm{j}}}\right]=-\left[\frac{\mathrm{V}_{\mathrm{i}} \mathrm{~V}_{\mathrm{i}+\mathrm{r}} \mathrm{~V}_{\mathrm{i}+\mathrm{s}}}{\mathrm{~V}_{\mathrm{i}+\mathrm{j}} \mathrm{~V}_{\mathrm{i}+\mathrm{r}} \mathrm{~V}_{\mathrm{i}+\mathrm{s}}}\right] .
$$

We substitute these expressions for each of the n factors on the left side of the product in the theorem and determine when exactly the same triangles occur in both the numerator and denominator. Then (and only then) their areas (as expressed in terms of determinants) will cancel, to yield the value $\pm 1$ as required. The term $\mathrm{V}_{\mathrm{i}} \mathrm{V}_{\mathrm{i}+\mathrm{r}} \mathrm{V}_{\mathrm{i}+\mathrm{s}}$ in the numerator will cancel with the term $\mathrm{V}_{(\mathrm{i}+\mathrm{h})+\mathrm{j}} \mathrm{V}(\mathrm{i}+\mathrm{h})+\mathrm{r} \mathrm{V}(\mathrm{i}+\mathrm{h})+\mathrm{s}$ in the denominator if and only if either
(i) $\mathrm{h} \equiv-\mathrm{j}, \mathrm{r} \equiv \mathrm{s}-\mathrm{j}$ and $\mathrm{s} \equiv \mathrm{r}-\mathrm{j}$; or
(ii) $\mathrm{h} \equiv-\mathrm{r}, \mathrm{r} \equiv \mathrm{s}-\mathrm{r}$ and $\mathrm{s} \equiv \mathrm{j}-\mathrm{r}$; or
(iii) $\mathrm{h} \equiv-\mathrm{s}, \mathrm{s} \equiv \mathrm{r}-\mathrm{s}$ and $\mathrm{r} \equiv \mathrm{j}-\mathrm{s}$.

These alternatives correspond to the three cases given in the statement of the theorem. Notice that each cancellation produces the factor -1 in case (i) and +1 in the other two cases, leading to the term $(-1)^{\mathrm{n}}$ on the right side of (8). Thus one direction of the theorem is proved.

On the other hand, since the areas of the triangles are given by polynomials in the coordinates of the points involved, the product in the theorem can have a constant value only if the polynomials of the substituted product cancel. As we have seen, this happens only in the cases listed. .

## Remarks and exercises.

(1) As already mentioned, the theorem of Menelaus was generalized to n -laterals by Carnot, at the beginning of the 19th century. The generalized theorem of Ceva seems to be due to Poncelet [1821]. Both are given in many of the "college geometries" available at the present. However, rather surprisingly, there seems to be no mention in the literature of anything resembling the "selftransversality theorem" prior to Grünbaum \& Shephard [1995].
(2) The "area principle" is a very convenient tool usable in the proofs of many results in which ratios of lengths of collinear segments are involved. It seems to have been "discovered" independently by many people (Shephard and I among them). According to

Baptist [1992], the "area principle" was used - without any special name or comment -- already by Crelle [1816] in the proof of the triangle version of Ceva's theorem. It is also used as an essential ingredient in the remarkable book Chou, Gao \& Zhang [1994], which was mentioned earlier, in Section 1.
(3) The theorem of Ceva and that of Menelaus are essentially equivalent in the sense that each can be deduced from the other quite easily. This is done in many of the standard texts. On the other hand, as we shall see in the next section, the theorem of Menelaus and its generalization are consequences of generalizations of Ceva's theorem, but not the other way around.
(4) Many other generalizations and analogues of Ceva's theorem are known. We shall discuss two of these later. Here is one version that generalizes the theorem given earlier, and can be proved completely analogously.

Let $\mathrm{P}=\left\langle\mathrm{V}_{1}, \mathrm{~V}_{2}, \ldots, \mathrm{~V}_{\mathrm{n}}\right\rangle$ be an n -acron, C a point, and k an integer with $1 \leq \mathrm{k}<\mathrm{n} / 2$. For $\mathrm{i}=1,2, \ldots, \mathrm{n}$ let $\mathrm{W}_{\mathrm{i}}$ be the intersection point of the lines $<\mathrm{C}, \mathrm{V}_{\mathrm{i}}>$ and $\left\langle\mathrm{V}_{\mathrm{i}-\mathrm{k}}, \mathrm{V}_{\mathrm{i}+\mathrm{k}}\right\rangle$. Then

$$
\prod_{\mathrm{i}=1}^{\mathrm{n}}\left[\frac{\mathrm{~V}_{\mathrm{i}-\mathrm{k}} \mathrm{~W}_{\mathrm{i}}}{\mathrm{~W}_{\mathrm{i}} \mathrm{~V}_{\mathrm{i}+\mathrm{k}}}\right]=1
$$

(5) Euler [1780] gave several (rather complicated) proofs of the following two results, the first of which follows rather trivially from the area principle.

Let $\mathrm{M}=\left\langle\mathrm{V}_{1}, \mathrm{~V}_{2}, \mathrm{~V}_{3}\right\rangle$ be a 3-lateral and let C be a point. For $\mathrm{i}=1,2,3$ let $\mathrm{W}_{\mathrm{i}}$ be the intersection point of the lines $\left\langle\mathrm{C}, \mathrm{V}_{\mathrm{i}}\right\rangle$ and $\left\langle\mathrm{V}_{\mathrm{i}-1}, \mathrm{~V}_{\mathrm{i}+1}\right\rangle$. Then

$$
\sum_{\mathrm{i}=1}^{3} \llbracket \frac{\mathrm{C} \mathrm{~W}_{\mathrm{i}}}{\mathrm{~V}_{\mathrm{i}} \mathrm{~W}_{\mathrm{i}}} \rrbracket=1
$$

and if C is inside the triangle $\left\langle\mathrm{V}_{1}, \mathrm{~V}_{2}, \mathrm{~V}_{3}\right\rangle$ then

$$
\prod_{\mathrm{i}=1}^{3}\left[\frac{\mathrm{~V}_{\mathrm{i}} \mathrm{C}}{\mathrm{CW}_{\mathrm{i}}}\right]=2+\sum_{\mathrm{i}=1}^{3}\left[\frac{\mathrm{~V}_{\mathrm{i}} \mathrm{C}}{\mathrm{CW}_{\mathrm{i}}}\right] .
$$

It is interesting to note that while the first relation is rather well known, I have not seen the second anywhere except in Euler's writings. This second relation is really rather intriguing; I do not know any elegant proof for it. It is also of some interest to see what happens if the point C is not inside the triangle.
** Problem: Generalize either part of Euler's theorem to polyacrons or polygons..
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## 5. The general transversality theorem.

The next result simultaneously extends the Selftransversality Theorem and the theorems of Menelaus and Ceva to n -acrons in spaces of arbitrary dimension. For its formulation we need an extension of the notation and terminology introduced earlier.

Given two r-simplices $\left[\mathrm{U}_{0}, \ldots, \mathrm{U}_{\mathrm{r}}\right]$ and $\left[\mathrm{V}_{0}, \ldots, \mathrm{~V}_{\mathrm{r}}\right]$ contained in the same r-flat (or in parallel r-flats) of the d-dimensional Euclidean or affine space, we denote by $\left.\frac{U_{0} \ldots \mathrm{U}_{\mathrm{r}}}{\mathrm{V}_{0} \ldots \mathrm{~V}_{\mathrm{r}}}\right]$ the quotient of the absolute values of the r-contents of the two simplices, prefixed by a + or a - sign according to whether the simplices are oriented in the same way or oppositely. This is clearly an generalization of the analogous symbols we used above, in cases $\mathrm{r}=1$ or 2 .

Before stating it formally, it seems appropriate to explain the idea of the new theorem. We start from an $n$-acron P and a (fixed) q -flat Q in d-space. Assume these and all other objects under discussion are in sufficiently general position so that all the intersections and quotients exist and behave as expected. To each r-flat $\mathrm{R}_{\mathrm{i}}$, determined by $\mathrm{r}+1$ points of P chosen in a particular way, we associate in a prescribed manner an s-flat $S_{i}$, where $\mathrm{s}=\mathrm{d}-\mathrm{q}-\mathrm{r}-1$. Then the transversal $\mathrm{T}_{\mathrm{i}}=\operatorname{aff}\left(\mathrm{Q} \cup \mathrm{R}_{\mathrm{i}}\right)$, specified by the anchor Q and the flat $\mathrm{R}_{\mathrm{i}}$, meets $\mathrm{S}_{\mathrm{i}}$ in a single point. This point, together with certain vertices of P , is used to determine two s-dimensional simplices. The theorem asserts that (under appropriate conditions), the circular product of the ratios of the s-dimensional contents of these simplices has a constant value which, moreover, equals +1 or -1 . The precise statement of the theorem is given below, after some additional notation has been introduced.

Let $\mathrm{P}=\left(\mathrm{V}_{1}, \ldots, \mathrm{~V}_{\mathrm{n}}\right)$ be an n -acron in in d -space, where $1 \leq \mathrm{d} \leq \mathrm{n}-1$. Let q , r , s be integers such that $-1 \leq \mathrm{q} \leq \mathrm{d}-1,-1 \leq \mathrm{r} \leq \mathrm{d}-1,1 \leq \mathrm{s} \leq \min \{\mathrm{d}, \mathrm{n}-\mathrm{r}-2\}$ and $q+r+s+1=d$. Further let $A=\left(a_{0}, \ldots, a_{s}\right)$ and $B=\left(b_{0}, \ldots, b_{r}\right)$ be sequences of integers in $\{0,1, \ldots, n-1\}$ such that all the elements of $A \cup B$ are distinct modulo $n$. Let $\mathrm{S}_{\mathrm{i}}$ denote the s-flat $\operatorname{aff}\left(\mathrm{V}_{\mathrm{i}+\mathrm{a}_{0}}, \mathrm{~V}_{\mathrm{i}+\mathrm{a}_{1}}, \ldots, \mathrm{~V}_{\mathrm{i}+\mathrm{a}_{s}}\right)$ and $\mathrm{R}_{\mathrm{i}}$ the r-flat aff $\left(\mathrm{V}_{\mathrm{i}+\mathrm{b}_{0}}, \mathrm{~V}_{\mathrm{i}+\mathrm{b}_{1}}\right.$, $\ldots, \mathrm{V}_{\mathrm{i}+\mathrm{b}_{\mathrm{r}}}$ ). Let Q be a q -flat such that, for each $\mathrm{i}=1, \ldots$, n , the $(\mathrm{q}+\mathrm{r}+1)$-flat $T_{i}=\operatorname{aff}\left(Q \cup R_{i}\right)$ spanned by $Q$ and $R_{i}$ meets the s-flat $S_{i}$ in a single point $Z_{i}$ which (by the assumed general position of the vertices) must be distinct from $\mathrm{V}_{\mathrm{i}+\mathrm{a}_{0}}, \mathrm{~V}_{\mathrm{i}+\mathrm{a}_{1}}, \ldots$,
 empty. Note that $\mathrm{q}=\mathrm{r}=-1$ is excluded by the assumptions on the parameters.) Now define

$$
\begin{equation*}
\rho(P ; A, B, Q)=\prod^{n}\left[\frac{V_{i+a_{0}} V_{i+a_{1}} \ldots V_{i+a_{s}-1} Z_{i}}{V_{i+a_{1}} V_{i+a_{2}} \ldots V_{i+a_{s}} Z_{i}}\right] . \tag{*}
\end{equation*}
$$

$\mathrm{i}=1$
This is the circular product of ratios mentioned above. Conditions under which this product takes a fixed value independent of the particular $n$-acron $P$ and flat $Q$ chosen are given by the following result:

## The Transversality Theorem

Given an $n$-acron $P$ in $A^{d}$, a flat $Q$ and sequences $A$ and $B$ of integers as specified above, then $\rho(P ; A, B, Q)$ is a constant independent of $P$ if and only if there exists an integer k such that, modulo n , the sequence

$$
\left(a_{0}+k, a_{1}+k, \ldots, a_{s-1}+k, b_{0}+k, b_{1}+k, \ldots, b_{r}+k\right)
$$

is a permutation $\pi$ of the sequence

$$
\left(a_{1}, a_{2}, \ldots, a_{s}, b_{0}, b_{1}, \ldots, b_{r}\right)
$$

The value of the constant is given by $\rho(P ; A, B, Q)=(e(\pi))^{n}$, where $e(\pi)=1$ if $\pi$ is an even permutation and $\mathrm{e}(\pi)=-1$ if $\pi$ is an odd permutation.

Before giving a proof of the Transversality Theorem we shall give a geometric interpretation of the condition stated in the theorem, and offer some explanatory comments. To do the former we use what we shall call AB-diagrams. Start with an n -acron N consisting of equidistant concyclic points, label the points of N by $0,1,2$, $\ldots, \mathrm{n}-1$ consecutively in a positive direction, and mark those that correspond to the integers $a_{i}$ and $b_{i}$. (For easier visualization, the points of $N$ can be considered as the vertices of a regular $n$-gon.) The points corresponding to $a_{0}$ and $a_{s}$ are marked in such a way that they can be distinguished from those corresponding to $a_{1}, \ldots, a_{s-1}$ and $b_{0}$, $\ldots, b_{r}$. Figure 5.1(a) shows an example with $n=9, A=(0,1,2,3)$ and $B=(4,6,8)$. The condition of the theorem holds if and only if the two (unordered) sets of points, corresponding to the integers $\left\{\mathrm{a}_{0}, \ldots, \mathrm{a}_{\mathrm{s}-1}, \mathrm{~b}_{0}, \ldots, \mathrm{~b}_{\mathrm{r}}\right\}$ and to $\left\{\mathrm{a}_{1}, \ldots, \mathrm{a}_{\mathrm{s}}, \mathrm{b}_{0}, \ldots, \mathrm{~b}_{\mathrm{r}}\right\}$ are directly congruent (as unmarked sets); that is, one can be made to coincide with the other by a suitable rotation about the center of the $n$-acron N. For the example of Figure 5.1(a), Figure 5.1(b) shows the two sets of vertices, and it will be observed that the second set can be obtained from the first by a rotation through angle $4 \pi / 9$. Hence, in this case, the condition of the theorem holds.

(a)

(b)

Figure 5.1. (a) An $A B$-diagram for $n=9$, with $A=(0,1,2,3)$ and $B=(4,6,8)$. Here $\mathrm{s}=3$ and $\mathrm{r}=2$. Because the two sets of points marked in (b) are directly congruent, the sets A and B satisfy the condition of the Transversality Theorem.

Although the theorem is valid for all values of the parameters specified above (with appropriate choices of A and B ), if $\mathrm{s}=\mathrm{d}$ the assertion becomes trivial in the following sense: The terms in the numerator and denominator of (*) are identical (apart from a possible permutation of the vertices defining the simplices), so complete cancellation can be carried out, yielding 1 or -1 at once.

This is illustrated in Figure 5.2(a), where $n=5, d=2, q=-1, r=0, s=2$, $A=(1,2,4)$ and $B=(3)$. Then the product $\rho(P ; A, B, Q)$ involves quotients of the areas of triangles. Explicitly this is

$$
\left[\frac{\mathrm{V}_{1} \mathrm{~V}_{2} \mathrm{~V}_{3}}{\mathrm{~V}_{2} \mathrm{~V}_{4} \mathrm{~V}_{3}}\right] \cdot\left[\frac{\mathrm{V}_{2} \mathrm{~V}_{3} \mathrm{~V}_{4}}{\mathrm{~V}_{3} \mathrm{~V}_{5} \mathrm{~V}_{4}}\right] \cdot\left[\frac{\mathrm{V}_{3} \mathrm{~V}_{4} \mathrm{~V}_{5}}{\mathrm{~V}_{4} \mathrm{~V}_{1} \mathrm{~V}_{5}}\right] \cdot\left[[ \frac { \mathrm { V } _ { 4 } \mathrm { V } _ { 5 } \mathrm { V } _ { 1 } } { \mathrm { V } _ { 5 } \mathrm { V } _ { 2 } \mathrm { V } _ { 1 } } ] \cdot \left[\left[\frac{\mathrm{V}_{5} \mathrm{~V}_{1} \mathrm{~V}_{2}}{\mathrm{~V}_{1} \mathrm{~V}_{3} \mathrm{~V}_{2}}\right]\right.\right.
$$

and the cancellations become evident. On the other hand if all the parameters (as well as A and B) take the same values, except that $d=3$ and $q=0$, we arrive at the situation shown in Figure 5.2(b). Here the anchor $Q$ is a fixed point and the line $\operatorname{aff}\left(\mathrm{Q}, \mathrm{V}_{3}\right)$ meets the plane $\operatorname{aff}\left(\mathrm{V}_{1}, \mathrm{~V}_{2}, \mathrm{~V}_{4}\right)$ in $\mathrm{Z}_{5}$ The other points $\mathrm{Z}_{\mathrm{i}}$ are determined by cyclically changing all the subscripts $(\bmod 5)$. The theorem makes an assertion about the product $\rho(\mathrm{P} ; \mathrm{A}, \mathrm{B}, \mathrm{Q})$ of 5 terms of the form $\left[\frac{V_{i+1} V_{i+2} Z_{i}}{V_{i+2} V_{i+4} Z_{i}}\right] \quad(i=0,1,2,3,4)$ and clearly this result is far from trivial. In a similar way we obtain a non-trivial result (not illustrated) with the same values of the parameters (as well as A and B) except that $\mathrm{d}=4, \mathrm{q}=1$. Another trivial example, corresponding to $\mathrm{d}=2, \mathrm{q}=0, \mathrm{r}=-1, \mathrm{~s}=2$, $A=(1,2,3)$ and $B=\emptyset$, is illustrated in Figure 5.2(c).

In Table 1 we list all the nontrivial assertions of the theorem in the case $n=5$. For each of the possible values of the parameters and of the dimension (in this case


Figure 5.2. Three illustrations of the Transversality Theorem.
(a) The case $\mathrm{n}=5, \mathrm{~d}=2, \mathrm{q}=-1, \mathrm{r}=0, \mathrm{~s}=2, \mathrm{~A}=(1,2,4)$ and $\mathrm{B}=(3)$; hence $Z_{i}=V_{i+3}$. One of the ratios used in the compilation of $\rho(P ; A, B, Q)$ is $\left[\frac{\mathrm{V}_{1} \mathrm{~V}_{2} \mathrm{~V}_{3}}{\mathrm{~V}_{2} \mathrm{~V}_{4} \mathrm{~V}_{3}}\right]$ which is the ratio of the areas of the two shaded triangles. The other four ratios are obtained by cyclic changes of the subscripts $(\bmod 5)$. Since the areas of the triangles cancel, we refer to this case as trivial. This is entry \#5 in Table 1.
(b) A non-trivial result in three dimensions (entry \#25 in Table 1) in which the parameters (as well as A and B) take the same values as in (a) except that $q=0$, $\mathrm{d}=3$. The line $\left\langle\mathrm{Q}, \mathrm{V}_{3}\right\rangle=\operatorname{aff}\left(\mathrm{Q}, \mathrm{V}_{3}\right)$ meets the plane $\operatorname{aff}\left(\mathrm{V}_{1}, \mathrm{~V}_{2}, \mathrm{~V}_{4}\right)$ in the point $\mathrm{Z}_{5}$ One of the ratios used in the computation of $\rho(\mathrm{P} ; \mathrm{A}, \mathrm{B}, \mathrm{Q})$ is [

## Error!

(c) If this figure is interpreted in $\mathrm{d}=2$ dimensions, with Q as a fixed point, the result is trivial. This is entry \#9 in Table 1.
$d=2,3$ or 4 ) we can readily determine the permissible sets $A$ and $B$ using the AB-diagrams. It will be seen that, in the case of 5 -acrons, the Transversality Theorem makes 34 non-trivial assertions. Some are classical theorems, but there are many which have not been formulated previously.

We now turn to the proof of the Transversality Theorem. Choose $q+1$ points $\mathrm{X}_{0}, \ldots, \mathrm{X}_{\mathrm{q}}$ in Q in such a way that the $\mathrm{n}+\mathrm{q}+1$ points $\mathrm{V}_{1}, \ldots, \mathrm{~V}_{\mathrm{n}}, \mathrm{X}_{0}, \ldots, \mathrm{X}_{\mathrm{q}}$ are in general position. Let the position vectors of points in $]^{d}$ be represented by the corresponding lower case letters, so that a point $U_{i}$ has position vector $u_{i}$ with components $\left(u_{i 1}, u_{i 2}, \ldots, u_{i d}\right)$. In terms of determinants, the condition for $d+1$ points $\mathrm{U}_{0}, \mathrm{U}_{1}, \ldots, \mathrm{U}_{\mathrm{d}}$ to lie in a hyperplane is

$$
\left[\begin{array}{cccc}
u_{01} & u_{11} & \cdot & \cdot u_{d, 1} \\
u_{02} & u_{12} & \cdot & u_{d, 2} \\
\text { the } & H_{i n} \text { be the hyperplane spanned dy the }(s-1)+(r+1)+, ~
\end{array}\right]
$$

 meets the 1-diagonal $1_{a f f}\left(\mathrm{~V}_{\mathrm{i}+\mathrm{a}_{0}} \mathrm{~V}_{\mathrm{i}+\mathrm{a}_{s}}\right)$ in the point $\mathrm{W}_{\mathrm{i}}$. Because of the assumed generality of position of the points, $\mathrm{W}_{\mathrm{i}}$ will be uniquely determined and distinct from $\mathrm{V}_{\mathrm{i}+\mathrm{a}_{0}}$ and $\mathrm{V}_{\mathrm{i}+\mathrm{a}_{\mathrm{s}}}$. Then $\mathrm{w}_{\mathrm{i}}=\left(1-\lambda_{\mathrm{i}}\right) \mathrm{v}_{\mathrm{i}+\mathrm{a}_{0}}+\lambda_{\mathrm{i}} \mathrm{v}_{\mathrm{i}+\mathrm{a}_{\mathrm{s}}}$ for some value of $\lambda_{\mathrm{i}}$, and

$$
\begin{align*}
\frac{\lambda_{i}}{\lambda_{i}-1}= & {\left[\frac{V_{i+a_{0}} W_{i}}{V_{i+a_{s}} W_{i}}\right]=} \\
& {\left[\frac{V_{i+a_{0}} V_{i+a_{1}} \ldots V_{i+a_{s-1}} Z_{i}}{V_{i+a_{s}} V_{i+a_{1}} \cdots V_{i+a_{s-1}} Z_{i}}\right]=(-1)^{s-1}\left[\frac{V_{i+a_{0}} \ldots V_{i+a_{s-1}} Z_{i}}{V_{i+a_{1}} \ldots V_{i+a_{s}} Z_{i}}\right] . } \tag{**}
\end{align*}
$$

The second equality holds since the simplices in the numerator and denominator of the last expression have the same base $\left[\mathrm{V}_{\mathrm{i}+\mathrm{a}_{1}}, \ldots, \mathrm{~V}_{\mathrm{i}+\mathrm{a}_{\mathrm{s}-1}}, \mathrm{Z}_{\mathrm{i}}\right]$ and so their signed volumes are proportional to their heights, namely the signed lengths of the line segments $\left[\mathrm{V}_{\mathrm{i}+\mathrm{a}_{0}}\right.$ , $\left.\mathrm{W}_{\mathrm{i}}\right]$ and $\left[\mathrm{V}_{\mathrm{i}+\mathrm{a}_{\mathrm{s}}}, \mathrm{W}_{\mathrm{i}}\right]$. This is an extension of the "area principle" we used earlier; it could be called the "volume principle". (In the case $s=1$, the second equality of $(* *)$ is an identity since $\mathrm{Z}_{\mathrm{i}}=\mathrm{W}_{\mathrm{i}}$.)

Now, since $W_{i}$ lies in the hyperplane $H_{i}$,

$$
0=\mathrm{D}\left(\mathrm{w}_{\mathrm{i}}, \mathrm{v}_{\mathrm{i}+\mathrm{a}_{1}}, \ldots, \mathrm{v}_{\mathrm{i}+\mathrm{a}_{\mathrm{s}-1}}, \mathrm{v}_{\mathrm{i}+\mathrm{b}_{0}}, \ldots, \mathrm{v}_{\mathrm{i}+\mathrm{b}_{\mathrm{r}}}, \mathrm{x}_{0}, \ldots, \mathrm{x}_{\mathrm{q}}\right)
$$

$$
\begin{aligned}
& =D\left(\left(1-\lambda_{i}\right) v_{i+a_{0}}+l_{i} v_{i+a_{s}}, v_{i+a_{1}}, \ldots, v_{i+a_{s-1}}, v_{i+b_{0}}, \ldots, v_{i+b_{r}}, x_{0}, \ldots, x_{q}\right) \\
& =\left(1-\lambda_{i}\right) D\left(v_{i+a_{0}}, v_{i+a_{1}}, \ldots, v_{i+a_{s-1}}, v_{i+b_{0}}, \ldots, v_{i+b_{r}}, x_{0}, \ldots, x_{q}\right)+ \\
& \quad \lambda_{i} D\left(v_{i+a_{s}}, v_{i+a_{1}}, \ldots, v_{i+a_{s-1}}, v_{i+b_{0}}, \ldots, v_{i+b_{r}}, x_{0}, \ldots, x_{q}\right)
\end{aligned}
$$

and solving for $\lambda_{i} /\left(\lambda_{i}-1\right)$ we obtain

$$
\begin{align*}
\frac{\lambda_{i}}{\lambda_{i}-1} & =\frac{D\left(v_{i+a_{0}}, v_{i+a_{1}}, \ldots, v_{i+a_{s-1}}, v_{i+b_{0}}, \ldots, v_{i+b_{r}}, x_{0}, \ldots, x_{q}\right)}{D\left(v_{i+a_{s}}, v_{i+a_{1}}, \ldots, v_{i+a_{s-1}}, v_{i+b_{0}}, \ldots, v_{i+b_{r}}, x_{0}, \ldots, x_{q}\right)} \\
& =(-1)^{s-1} \frac{D\left(v_{i+a_{0}}, v_{i+a_{1}}, \ldots, v_{i+a_{s-1}}, v_{i+b_{0}}, \ldots, v_{i+b_{r}}, x_{0}, \ldots, x_{q}\right)}{D\left(v_{i+a_{1}}, \ldots, v_{i+a_{s-1}}, v_{i+a_{s}}, v_{i+b_{0}}, \ldots, v_{i+b_{r}}, x_{0}, \ldots, x_{q}\right)} . \tag{***}
\end{align*}
$$

Taking the product from $\mathrm{i}=1$ to $\mathrm{i}=\mathrm{n}$, we see that the determinants in the numerator are, up to a permutation $\pi$ of columns, exactly those in the denominator if and only if condition given in the statement of the theorem holds. Moreover, this permutation of columns introduces n times the factor $\mathrm{e}(\boldsymbol{\pi})$ into the value of the determinant. In all, we have, from ( ${ }^{* *}$ ) and ( $* * *$ ),

$$
\rho(P ; A, B, Q)=\prod_{i=1}^{n}\left[\frac{V_{i+a_{0}} \ldots V_{i+a_{s-1}} Z_{i}}{V_{i+a_{1}} \cdots V_{i+a_{s}} Z_{i}}\right]=\prod_{i=1}^{n} \frac{(-1)^{s-1} \lambda_{i}}{\lambda_{i}-1}=(e(\pi))^{n}
$$

as claimed.

## Comments and exercises.

(1) Devise a proof of Carnot's theorem (see page 2.1) by projecting L and all the points involved onto a line $K$ perpendicular to $L$, the projection being along L . Formulate the result in $\sum^{1}$ you are using in the proof. For $n=5$, locate the 1 -dimensional case among the entries in Table 1. If you find any discrepancies, explain them. Formulate the theorem of Menelaus and Carnot (formulated in Section 4) as a special case of the Transversality Theorem; which entry of Table 1 corresponds to Carnot's theorem for $\mathrm{n}=5$ ? Explain the geometric meaning of the first ten entries in Table 1.
(2) Locate the generalized theorem of Ceva (from Section 4) as a special instance of the Transversality Theorem.
(3) Explain the meaning of the transversality theorem for $\mathrm{s}=1, \mathrm{q}=0$, and $\mathrm{d}>2$.
(4) Generalize the result of (1) above by showing that those cases of the Transversality Theorem in which $\mathrm{q}>0$ (and thus can be interpreted as generalizations of the theorem of Menelaus and Carnot) are simple consequences of the cases in which $q=0$ (and thus correspond to Ceva's theorem). More geometrically, the assertion of the theorem for a given $n$-acton $P$ with any given $d$ and $q>0$ can be reduced to the one for an n -acron $\mathrm{P}^{\prime}$ with $\mathrm{d}^{\prime}=\mathrm{d}-\mathrm{q}$ and $\mathrm{q}^{\prime}=0$ by projecting P along Q onto a $d^{\prime}$-dimensional flat complementary to Q . As a consequence it follows that the only "independent" cases of the Transversality Theorem are the ones with $q=-1$ and $q=0$.
(5) Explain the meaning of cases 33 and 34 in Table 1.
(6) Arrange a table analogous to Table 1, for $\mathrm{n}=4$. Explain the geometric meaning of all the entries.

| Entry number | d | q | r | S | A | B | $\mathrm{e}(\pi)=\rho$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 1 | -1 | 0 | 1 | \{1,2\} | \{4\} | -1 |
| 2 | 1 | -1 | 0 | 1 | \{1,3\} | \{2\} | -1 |
| 3 | 1 | 0 | -1 | 1 | \{1,2\} | $\emptyset$ | 1 |
| 4 | 1 | 0 | -1 | 1 | \{1,3\} | $\emptyset$ | 1 |
| 5 | 2 | -1 | 0 | 2 | \{1,2,4\} | \{3\} | -1 |
| 6 | 2 | -1 | 0 | 2 | \{1,3,2\} | \{5\} | -1 |
| 7 | 2 | -1 | 1 | 1 | \{1,2\} | \{3,5\} | 1 |
| 8 | 2 | -1 | 1 | 1 | \{1,3\} | \{4,5\} | 1 |
| 9 | 2 | 0 | -1 | 2 | \{1,2,3\} | $\emptyset$ | 1 |
| 10 | 2 | 0 | -1 | 2 | \{1,4,2\} | $\emptyset$ | 1 |
| 11 | 2 | 0 | 0 | 1 | \{1,2\} | \{4\} | -1 |
| 12 | 2 | 0 | 0 | 1 | \{1,3\} | \{2\} | -1 |
| 13 | 2 | 1 | -1 | 1 | \{1,2\} | $\emptyset$ | 1 |
| 14 | 2 | 1 | -1 | 1 | \{1,3\} | $\emptyset$ | 1 |
| 15 | 3 | -1 | 0 | 3 | \{1,2,3,4\} | \{5\} | -1 |
| 16 | 3 | -1 | 0 | 3 | \{1,2,4,3\} | \{5\} | -1 |
| 17 | 3 | -1 | 0 | 3 | \{1,2,4,5\} | \{3\} | -1 |
| 18 | 3 | -1 | 1 | 2 | \{1,2,3\} | \{4,5\} | 1 |
| 19 | 3 | -1 | 1 | 2 | \{1,2,4\} | \{3,5\} | 1 |
| 20 | 3 | -1 | 1 | 2 | \{1,4,2\} | $\{3,5\}$ | 1 |
| 21 | 3 | -1 | 2 | 1 | \{1,2\} | \{3,4,5\} | -1 |
| 22 | 3 | -1 | 2 | 1 | \{1,3\} | \{2,4,5\} | -1 |
| 23 | 3 | 0 | -1 | 3 | \{1,2,3,4\} | $\emptyset$ | 1 |
| 24 | 3 | 0 | -1 | 3 | \{1,3,5,2\} | $\emptyset$ | 1 |
| 25 | 3 | 0 | 0 | 2 | \{1,2,4\} | \{3\} | -1 |
| 26 | 3 | 0 | 0 | 2 | \{1,3,2\} | \{5\} | -1 |
| 27 | 3 | 0 | 1 | 1 | \{1,2\} | $\{3,5\}$ | 1 |
| 28 | 3 | 0 | 1 | 1 | \{1,3\} | $\{4,5\}$ | 1 |
| 29 | 3 | 1 | -1 | 2 | \{1,2,3\} | $\emptyset$ | 1 |
| 30 | 3 | 1 | -1 | 2 | \{1,4,2\} | $\emptyset$ | 1 |
| 31 | 3 | 1 | 0 | 1 | \{1,2\} | \{4\} | -1 |
| 32 | 3 | 1 | 0 | 1 | \{1,3\} | \{2\} | -1 |
| 33 | 3 | 2 | -1 | 1 | \{1,2\} | $\emptyset$ | 1 |
| 34 | 3 | 2 | -1 | 1 | \{1,3\} | $\emptyset$ | 1 |

Table 1. The essentially different possibilities of the parameters $d, q, r, s$ and sets $A$ and $B$ for which the Transversality Theorem is valid when $n=5$. Since $n$ is odd we have $\mathrm{e}(\pi)=\rho$.

## 6. The theorems of Hoehn and Pratt-Kasapi

There is a great number of theorems that are related to the theorems of Ceva, Menelaus and other transversality theorems we have seen. For example, in many cases a circular product of various ratios has a constant value 1 or -1 . In other cases there is a relation between several products or cross products. The precise results depend on the circumstances considered. In the present section and the next we shall provide examples of some of the possibilities. Throughout, we shall tacitly assume that the points in question are in sufficiently general position so that all the ratios, and all the intersection points, are well defined. Also, in order to avoid crowding, in all diagrams we shall replace the (unbounded) lines by the shortest segments which include all relevant points.

We begin with a pair of results in which certain lines determined by vertices of an n-acron P are used to obtain two new points on each side (or each diagonal of a given spread) of P , and use these points together with the vertices that determined the side (or diagonal) in creating the ratios whose circular product is considered. Since there are now four collinear points, various ratios can be considered. In fact two choices lead to interesting results. The prototype of these theorems have been found by Hoehn [1993]. In the notation of Figure 6.1, Hoehn's theorems are:

$$
\left[\frac{\mathrm{V}_{1} \mathrm{~W}_{1}}{\mathrm{~W}_{2} \mathrm{~V}_{3}}\right] \cdot\left[\frac{\mathrm{V}_{2} \mathrm{~W}_{2}}{\mathrm{~W}_{3} \mathrm{~V}_{4}}\right] \cdot\left[\frac{\mathrm{V}_{3} \mathrm{~W}_{3}}{\mathrm{~W}_{4} \mathrm{~V}_{5}}\right] \cdot\left[\frac{\mathrm{V}_{4} \mathrm{~W}_{4}}{\mathrm{~W}_{5} \mathrm{~V}_{1}}\right] \cdot\left[\frac{\mathrm{V}_{5} \mathrm{~W}_{5}}{\mathrm{~W}_{1} \mathrm{~V}_{2}}\right]=1
$$

and

$$
\left[\frac{\mathrm{V}_{1} \mathrm{~W}_{2}}{\mathrm{~W}_{1} \mathrm{~V}_{3}} \rrbracket \cdot\left[\frac{\mathrm{~V}_{2} \mathrm{~W}_{3}}{\mathrm{~W}_{2} \mathrm{~V}_{4}}\right] \cdot\left[\frac{\mathrm{V}_{3} \mathrm{~W}_{4}}{\mathrm{~W}_{3} \mathrm{~V}_{5}}\right] \cdot \llbracket \frac{\mathrm{V}_{4} \mathrm{~W}_{5}}{\mathrm{~W}_{4} \mathrm{~V}_{1}}\right] \cdot\left[\frac{\mathrm{V}_{5} \mathrm{~W}_{1}}{\mathrm{~W}_{5} \mathrm{~V}_{2}}\right]=1
$$

As generalizations of Hoehn's results we have the following two theorems, which are illustrated for $\mathrm{n}=7$ in Figures 6.3, 6.4 and 6.5.


Figure 6.2. An illustration of Hoehn's theorems.

Hoehn's First Theorem. Let $\mathrm{P}=\left(\mathrm{V}_{1}, \mathrm{~V}_{2}, \ldots, \mathrm{~V}_{\mathrm{n}}\right)$ be an n -acron and let j be an integer such that $0, j, 2 j, 3 j, 4 j$ are all distinct $(\bmod n)$. For $i=1,2, \ldots, n$ let $W_{i}$ be the intersection point of the lines $\left\langle\mathrm{V}_{\mathrm{i}}, \mathrm{V}_{\mathrm{i}+2 \mathrm{j}}\right\rangle$ and $\left\langle\mathrm{V}_{\mathrm{i}-\mathrm{j}}, \mathrm{V}_{\mathrm{i}+\mathrm{j}}\right\rangle$. Then the points $\mathrm{W}_{\mathrm{i}}$ and $\mathrm{W}_{\mathrm{i}+\mathrm{j}}$ lie on the line $\left\langle\mathrm{V}_{\mathrm{i}}, \mathrm{V}_{\mathrm{i}+2 \mathrm{j}}\right\rangle$ and

$$
\prod_{\mathrm{i}=1}^{\mathrm{n}}\left[\frac{\mathrm{~V}_{\mathrm{i}} \mathrm{~W}_{\mathrm{i}}}{\mathrm{~W}_{\mathrm{i}+\mathrm{j}} \mathrm{~V}_{\mathrm{i}+2 \mathrm{j}}}\right]=1
$$

Hoehn's Second Theorem. Let $\mathrm{P}=\left(\mathrm{V}_{1}, \mathrm{~V}_{2}, \ldots, \mathrm{~V}_{\mathrm{n}}\right)$ be an n -acron and let k be an integer such that $0, k, 2 k, 3 k, 4 k$ are all distinct $(\bmod n)$. For $i=1,2, \ldots, n$ let $W_{i}$ be the intersection point of the lines $\left\langle\mathrm{V}_{\mathrm{i}}, \mathrm{V}_{\mathrm{i}+\mathrm{k}}\right\rangle$ and $\left\langle\mathrm{V}_{\mathrm{i}-\mathrm{k}}, \mathrm{V}_{\mathrm{i}-2 \mathrm{k}}\right\rangle$. Then the points $\mathrm{W}_{\mathrm{i}}$ and $\mathrm{W}_{\mathrm{i}+2 \mathrm{k}}$ lie on the line $\left\langle\mathrm{V}_{\mathrm{i}}, \mathrm{V}_{\mathrm{i}+\mathrm{k}}\right\rangle$ and

$$
\prod_{\mathrm{i}=1}^{\mathrm{n}}\left[\frac{\mathrm{~V}_{\mathrm{i}} \mathrm{~W}_{\mathrm{i}}}{\mathrm{~W}_{\mathrm{i}+2 \mathrm{k}} \mathrm{~V}_{\mathrm{i}+\mathrm{k}}} \rrbracket=1\right.
$$

Proof. The proof of Hoehn's First Theorem can be formulated as follows, using the area principle and the notation given in Figure 6.2. The four-parts symbols in the last two steps are oriented areas of quadrangles. We have

$$
\begin{aligned}
& \left.\left.\left.\llbracket \frac{V_{i} W_{i}}{W_{i+j} V_{i+2 j}}\right]=\llbracket \frac{V_{i} V_{i+2 j}}{W_{i+j} V_{i+2 j}}\right] \cdot \llbracket \frac{V_{i} W_{i}}{V_{i} V_{i+2 j}}\right]= \\
& \left.\left.\llbracket \frac{V_{i} W_{i+j}+W_{i+j} V_{i+2 j}}{W_{i+j} V_{i+2 j}}\right] \cdot \llbracket \frac{V_{i} W_{i}}{V_{i} W_{i}+W_{i} V_{i+2 j}}\right]= \\
& \left.\left.\llbracket \frac{V_{i} V_{i+j} V_{i+3 j}+V_{i+j} V_{i+2 j} V_{i+3 j}}{V_{i+j} V_{i+2 j} V_{i+3 j}}\right] \cdot \llbracket \frac{V_{i-1} V_{i} V_{i+1}}{V_{i-1} V_{i} V_{i+1}+V_{i-1} V_{i+1} V_{i+2 j}}\right]= \\
& \left.\left.\llbracket \frac{V_{i} V_{i+j} V_{i+2 j} V_{i+3 j}}{V_{i+j} V_{i+2 j} V_{i+3 j}}\right] . \llbracket \frac{V_{i-1} V_{i} V_{i+1}}{V_{i-1} V_{i} V_{i+1} V_{i+2 j}}\right]= \\
& \left.\llbracket \frac{V_{i-1} V_{i} V_{i+1}}{V_{i+j} V_{i+2 j} V_{i+3 j}} \rrbracket . \llbracket \frac{V_{i} V_{i+j} V_{i+2 j} V_{i+3 j}}{V_{i-1} V_{i} V_{i+1} V_{i+2 j}}\right] .
\end{aligned}
$$

Hence, in the circular product, all ratios will cancel, establishing the result. The proof of Hoehn's Second Theorem proceeds completely analogously.


Figure 6.2. The notation used in the transformation of a typical ratio in the circular product appearing in Hoehn's First Theorem.

(a)

(b)

Figure 6.3. (a) Illustration of Hoehn's First Theorem for $\mathrm{n}=7, \mathrm{j}=1$. (b) Illustration of Hoehn's Second Theorem, with $\mathrm{n}=7, \mathrm{k}=1$.


Figure 6.4. (a) Illustration of Hoehn's First Theorem for $\mathrm{n}=7, \mathrm{j}=2$. (b) Illustration of Hoehn's Second Theorem, with $\mathrm{n}=7, \mathrm{k}=2$.


Figure 6.5. (a) Illustration of Hoehn's First Theorem for $\mathrm{n}=7, \mathrm{j}=3$. (b) Illustration of Hoehn's Second Theorem, with $\mathrm{n}=7, \mathrm{k}=3$.

The second topic we shall discuss in this section has as its prototype a result in Chou [1988], Example 81, where it is attributed to Pratt \& Kasapi (see below for more information about this). The idea of the result can be derived from Chou's example, which deals with $n=5$ and is shown in Figure 6.6; it is as follows. Given an $n$-acron $P=\left(V_{1}\right.$,
$\mathrm{V}_{2}, \ldots, \mathrm{~V}_{\mathrm{n}}$ ), and positive integers k and h with $\mathrm{k}<\mathrm{n} / 2, \mathrm{~h}<\mathrm{n} / 2$, consider for each vertex $\mathrm{V}_{\mathrm{i}}$ a line $\mathrm{L}_{\mathrm{i}}$ through $\mathrm{V}_{\mathrm{i}}$, parallel to the diagonal $\mathrm{V}(\mathrm{i}-\mathrm{k}), \mathrm{V}(\mathrm{i}+\mathrm{k})$. We determine on each line $L_{i}$ two additional points, $U_{i}$ as the intersection of $L_{i}$ with $L_{i-h}$, and $Z_{i}$ as the intersection of $L_{i}$ with $L_{i+h}$. (Naturally, the set of $U$ points is the same as the set of $Z$ points, but it is simpler to give them two names, for ease of accounting).

Theorem of Pratt and Kasapi. The relation

$$
\prod_{\mathrm{i}=1}^{\mathrm{n}}\left[\frac{\mathrm{U}_{\mathrm{i}} \mathrm{~V}_{\mathrm{i}}}{\mathrm{~V}_{\mathrm{i}} \mathrm{Z}_{\mathrm{i}}}\right]=1
$$

holds if and only if $h \equiv \pm k$ or $h \equiv \pm 2 k(\bmod n)$.

Since the cyclic product for any $h$ is the same as for -h , the inequalities we assumed for $h$ and $k$ imply that there are precisely two choices of $h$ for each $k$, except if $\mathrm{k}=\mathrm{n} / 4$ or $\mathrm{k}=\mathrm{n} / 3$, in which cases there is only the choice $\mathrm{h}=\mathrm{k}$.


Figure 6.6. The illustration of the result attributed to Pratt and Kasapi by Chou [1988].

A proof can be devised along lines similar to those we have seen. It hinges on the fact that for $h=k$ we have

$$
\left[\frac{\mathrm{U}_{\mathrm{i}} \mathrm{~V}_{\mathrm{i}}}{\mathrm{~V}_{\mathrm{i}} \mathrm{Z}_{\mathrm{i}}}\right]=\left[\frac{\mathrm{V}_{\mathrm{i}-2 \mathrm{k}} \mathrm{~V}_{\mathrm{i}-\mathrm{k}} \mathrm{~V}_{\mathrm{i}}}{\mathrm{~V}_{\mathrm{i}} \mathrm{~V}_{\mathrm{i}+\mathrm{k}} \mathrm{~V}_{\mathrm{i}+2 \mathrm{k}}}\right] .\left[\frac{\mathrm{V}_{\mathrm{i}-\mathrm{k}} \mathrm{~V}_{\mathrm{i}} \mathrm{~V}_{\mathrm{i}+\mathrm{k}} \mathrm{~V}_{\mathrm{i}+2 \mathrm{k}}}{\mathrm{~V}_{\mathrm{i}-2 \mathrm{k}} \mathrm{~V}_{\mathrm{i}-\mathrm{k}} \mathrm{~V}_{\mathrm{i}} \mathrm{~V}_{\mathrm{i}+\mathrm{k}}}\right],
$$

hence in the cyclic product all parts cancel and the product equals 1 , while for $\mathrm{h}=2 \mathrm{k}$ we similarly have

$$
\llbracket \frac{\mathrm{U}_{\mathrm{i}} \mathrm{~V}_{\mathrm{i}}}{\mathrm{~V}_{\mathrm{i}} \mathrm{Z}_{\mathrm{i}}} \rrbracket=\llbracket \frac{\mathrm{V}_{\mathrm{i}-\mathrm{k}} \mathrm{~V}_{\mathrm{i}+\mathrm{k}} \mathrm{~V}_{\mathrm{i}+3 \mathrm{k}}}{\mathrm{~V}_{\mathrm{i}-3 \mathrm{k}} \mathrm{~V}_{\mathrm{i}-\mathrm{k}} \mathrm{~V}_{\mathrm{i}+\mathrm{k}}} \rrbracket .\left[\frac{\mathrm{V}_{\mathrm{i}-3 \mathrm{k}} \mathrm{~V}_{\mathrm{i}-2 \mathrm{k}} \mathrm{~V}_{\mathrm{i}-\mathrm{k}} \mathrm{~V}_{\mathrm{i}}}{\mathrm{~V}_{\mathrm{i}} \mathrm{~V}_{\mathrm{i}+\mathrm{k}} \mathrm{~V}_{\mathrm{i}+2 \mathrm{k}} \mathrm{~V}_{\mathrm{i}+3 \mathrm{k}}} \rrbracket\right.
$$

so the product is again 1.

## Remarks and exercises.

(1) Hoehn [1993] established his theorems for pentagram-like pentagons using repeated applications of the Menelaus-Carnot theorem. This motivated me to experimentally investigate whether the restriction to pentagrammatic polygons, and to pentagons in general, was necessary. As it turned out it is not, and the general case presented above appears in Grünbaum \& Shephard [1995]; the formulation there is less streamlined. Another proof (also formulated for pentagrams) of Hoehn's first theorem, and of some additional relations, is given by Pinkernell [1996]. Without mentioning Hoehn's second theorem, Pinkernell calls Hoehn's first theorem the Theorem of Pratt-Kassapi. Although a glance at Figures 6.1 and 6.6 shows that these two results are easily derived from each other (since, in Figure 6.6, $\mathrm{V}_{\mathrm{i}} \mathrm{W}_{\mathrm{i}}$ is a translate of $\mathrm{Z}_{\mathrm{i}} \mathrm{V}_{\mathrm{i}+1}$, and $\mathrm{W}_{\mathrm{i}} \mathrm{V}_{\mathrm{i}+1}$ is a translate of $\mathrm{V}_{\mathrm{i}} \mathrm{U}_{\mathrm{i}+1}$ ), this renaming is not justified since the two formulations are quite different, and only Hoehn's leads to a second theorem.
(2) The roots of the assignment of the name Pratt-Kasapi to the result mentioned above is quite interesting. The theorem (for $\mathrm{n}=5$ ) appears for the first time in Chou [1988], as Example 81, in a list of more than 500 geometric results proved by computer with a program Chou developed. Chou calls the result of Exercise 81 the Theorem of PrattKasapi, but without any details as to the reason for the name. When I wrote to him asking about it, he kindly supplied the following information:

The history of Pratt-Kassapi is as follows. Professor Vaughen Pratt of Stanford University mentioned this to me when he visited UT Austin in 1984. The theorem is actually valid for any $\mathrm{n} \geq 3$. He wanted the theorem for his conic spline problem:

Given $n$ points on a plane, we need to join these points by a closed curve. If the curve joining the two adjacent points is cubic, then it can be [chosen to be] smooth in the sense that at each point the two cubic curves have the same tangent and curvature. The question was: can we do the same with conics? The practical value of the problem is that computation of [the] cubic curve is much [more] expensive.

If we need the tangents to be in certain directions, then for the conic case it cannot be arbitrary. But we may choose good directions. One heuristic is that the direction passing through $\mathrm{A}_{\mathrm{i}}$ is parallel to $\mathrm{A}_{\mathrm{i}-1} \mathrm{~A}_{\mathrm{i}+1}$. In order to justify that the curvatures [are also] the same at each point, we need to prove Pratt's conjecture for $n>3$. Pratt reduced the general case to the case when $n=5$. But he was unable to prove the case when $\mathrm{n}=5$ at that time. He asked me whether my prover [the computer program] could prove it. I proved the theorem the same day when he asked me and sent him an e-mail. Then he replied to me that Kassapi, an undergraduate at Waterloo, had already proved that two weeks before."

I do not know which of the two spellings - Kasapi or Kassapi - is correct, nor do I know that persons full name (or anything else).

The Pratt-Kasapi theorem appears also in Chou-Gao-Zhang [1994], as Example 2.66. Example 2.65 contains the two Hoehn theorems for pentagrams, with the remark that one of them "is equivalent to the Pratt-Kasapi result". Beyond this, in Theorems 2.67 and 2.68, Chou-Gao-Zhang prove results that (up to formulation) coincide with the Hoehn theorems as given above. Strangely, although they cite a preliminary version (from 1993) of Grünbaum \& Shephard [1995], written at a time at which only numerical evidence was available, they do not mention Hoehn at all.
(3) In many cases it is possible to obtain a better understanding of the results about circular products of appropriate ratios by considering the relations that arise in cases in which the products are different from $\pm 1$. Illustrate to yourself the various situations that arise, and find proofs of the results stated in the following lines.

We need the notation illustrated by the 7-lateral in Figure 6.7; to avoid clutter, only selected points and lines are labelled in this diagrams Let $\mathrm{P}=\left[\mathrm{V}_{1}, \mathrm{~V}_{2}, \ldots, \mathrm{~V}_{\mathrm{n}}\right]$ be a given n -lateral, and let d and j be arbitrary integers satisfying $1 \leq \mathrm{d} \leq \mathrm{n} / 2,1 \leq \mathrm{j} \leq \mathrm{n} / 2$, and $\mathrm{j} \neq$ d. For $i=1,2, \ldots, n$, we denote by $L(d, i)$ the line determined by $V_{i}$ and $V_{i+d}$, and by $\mathrm{W}_{\mathrm{d}, \mathrm{j}, \mathrm{i}}$ be the intersection point of the lines $\mathrm{L}(\mathrm{d}, \mathrm{i})$ and $\mathrm{L}(\mathrm{d}, \mathrm{i}+\mathrm{j})$. Let

$$
\mathrm{T}(\mathrm{n}, \mathrm{~d}, \mathrm{j})=\prod_{\mathrm{i}=1}^{\mathrm{n}}\left[\frac{\mathrm{~V}_{\mathrm{i}} \mathrm{~W}_{\mathrm{d}, \mathrm{j}, \mathrm{i}}}{\mathrm{~W}_{\mathrm{d}, \mathrm{j}, \mathrm{i}} \mathrm{~V}_{\mathrm{i}+\mathrm{j}+\mathrm{d}}}\right] \quad \text { and } \quad \mathrm{S}(\mathrm{n}, \mathrm{~d}, \mathrm{j})=\prod_{\mathrm{i}=1}^{\mathrm{n}}\left[\frac{\mathrm{~V}_{\mathrm{i}+\mathrm{j}} \mathrm{~W}_{\mathrm{d}, \mathrm{j}, \mathrm{i}}}{\mathrm{~W}_{\mathrm{d}, \mathrm{j}, \mathrm{i}} \mathrm{~V}_{\mathrm{i}+\mathrm{d}}}\right] .
$$

Hoehn's original results are that $S(5,2,1)=T(5,2,1)=1$ provided $P$ is a convex pentagon.

If $1 \leq j<d \leq n / 2$, we shall say that the triplet $(n, d, j)$ is of type $N(r)$, where $r$ is one of $1,2,3,4,5,6,7$, depending on which of the additional conditions indicated below it satisfies:

| $\mathrm{N}(1):$ | $\mathrm{n}<\mathrm{d}+2 \mathrm{j} ;$ | $\mathrm{N}(2):$ | $\mathrm{n}=\mathrm{d}+2 \mathrm{j} ;$ |
| :--- | :--- | :--- | :--- |
| $\mathrm{N}(3):$ | $\mathrm{d}+2 \mathrm{j}<\mathrm{n}<2 \mathrm{~d}+\mathrm{j} ;$ | $\mathrm{N}(4):$ | $\mathrm{n}=2 \mathrm{~d}+\mathrm{j} ;$ |
| $\mathrm{N}(5):$ | $2 \mathrm{~d}+\mathrm{j}<\mathrm{n}<2 \mathrm{~d}+2 \mathrm{j} ;$ | $\mathrm{N}(6):$ | $\mathrm{n}=2 \mathrm{~d}+2 \mathrm{j} ;$ |

$\mathrm{N}(7): \quad 2 \mathrm{~d}+2 \mathrm{j}<\mathrm{n}$.

The results in question are:
(i) If $1 \leq \mathrm{d} \leq\left[\frac{\mathrm{n}}{2}\right]$ and $1 \leq \mathrm{j} \leq\left[\frac{\mathrm{n}}{2}\right]$, then
$S(n, d, j)=S(n, j, d)$ and $T(n, d, j)=\frac{1}{T(n, j, d)}$;
hence from now on we shall limit the formulation to the case in which $1 \leq \mathrm{j}<\mathrm{d} \leq\left[\frac{\mathrm{n}}{2}\right]$.
(ii) $\quad S(n, d, j)=\frac{1}{S(n, d, d-j)}$; hence, if $d=2 j$ then $S(n, 2 j, j)=1$.
(iii) If ( $\mathrm{n}, \mathrm{d}, \mathrm{j}$ ) is of type $\mathrm{N}(1)$ then ( $\mathrm{n}, \mathrm{d}, \mathrm{n}-\mathrm{d}-\mathrm{j}$ ) is of type $\mathrm{N}(3)$ and ( $\mathrm{n}, \mathrm{j}, \mathrm{n}-\mathrm{d}-\mathrm{j}$ ) is of type $\mathrm{N}(5)$; moreover, these mappings from $\mathrm{N}(1)$ are onto $\mathrm{N}(3)$ and onto $\mathrm{N}(5)$. For ( $\mathrm{n}, \mathrm{d}, \mathrm{j}$ ) of type $\mathrm{N}(1)$ we have

$$
T(n, d, j)=T(n, j, n-d-j)=\frac{1}{T(n, d, n-d-j)} .
$$

(iv) If ( $\mathrm{n}, \mathrm{d}, \mathrm{j}$ ) is of type $\mathrm{N}(2)$ or $\mathrm{N}(4)$ then $\mathrm{T}(\mathrm{n}, \mathrm{d}, \mathrm{j})=1$.
(v) If $(\mathrm{n}, \mathrm{d}, \mathrm{j})$ is of type $\mathrm{N}(6)$ then

$$
\mathrm{T}(\mathrm{n}, \mathrm{~d}, \mathrm{j})=\frac{1}{\mathrm{~T}(\mathrm{n}, \mathrm{~d}+\mathrm{j}, \mathrm{j})}=\mathrm{T}(\mathrm{n}, \mathrm{~d}+\mathrm{j}, \mathrm{~d})=\mathrm{S}(\mathrm{n}, \mathrm{~d}+\mathrm{j}, \mathrm{j})=\frac{1}{\mathrm{~S}(\mathrm{n}, \mathrm{~d}+\mathrm{j}, \mathrm{~d})} .
$$

(vi) If ( $\mathrm{n}, \mathrm{d}, \mathrm{j}$ ) is of type $\mathrm{N}(7)$ then

$$
T(n, d, j)=S(n, d+j, j)=\frac{1}{S(n, d+j, d)} .
$$



Figure 6.7. An illustration of the notation used for the result in (3) above.
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## Addendum to Section 6.

Asa Packer remarked to me at the end of class, and presented in detail during the next class, a much simpler way to prove the Hoehn theorems, and probably many other facts as well. The method is very simple once one has had the idea that, in reaching for the goal of complete cancellation, one need not restrict attention to the vertices of the n -acron; other suitable points may be used as well. Somehow, we never had that idea. Here goes Asa's proof.

For Hoehn's first theorem we have (see Figure 6.2)

$$
\prod_{i=1}^{n} \llbracket \frac{v_{i} W_{i}}{W_{i+j} v_{i+2 j}} \rrbracket=\prod_{i=1}^{n} \llbracket \frac{v_{i} W_{i} V_{i+j}}{W_{i+j} v_{i+2 j} v_{i+j}} \rrbracket=1,
$$

since the triangles in the second part have the same altitudes and since the factors in the second part obviously cancel. Similarly, for Hoehn's second theorem

$$
\prod_{\mathrm{i}=1}^{\mathrm{n}} \llbracket \frac{\mathrm{~V}_{\mathrm{i}} \mathrm{~W}_{\mathrm{i}}}{\mathrm{~W}_{\mathrm{i}+2 \mathrm{k}} \mathrm{~V}_{\mathrm{i}+\mathrm{k}}} \rrbracket=\prod_{\mathrm{i}=1}^{\mathrm{n}} \llbracket \frac{\mathrm{~V}_{\mathrm{i}} \mathrm{~W}_{\mathrm{i}} \mathrm{~W}_{\mathrm{i}+1}}{\mathrm{~W}_{\mathrm{i}+2 \mathrm{k}} \mathrm{~V}_{\mathrm{i}+\mathrm{k}} \mathrm{~W}_{\mathrm{i}+1}} \rrbracket=1 .
$$

It would be interesting to investigate whether the relations on page 6.8 can be established in a simple way using Asa's method, and also to check its applicability to other questions.

## 7. Still more Ceva-type theorems.

We begin with the following simple-minded question: What happens if in the Generalized Theorem of Ceva (from page 4.1), we replace the sides of the $n$-lateral $\mathrm{M}=\left\langle\mathrm{V}_{1}, \mathrm{~V}_{2}, \ldots, \mathrm{~V}_{\mathrm{n}}\right\rangle$ by some of the other lines determined by the n -acron $\mathrm{P}=\left(\mathrm{V}_{1}\right.$, $\left.\mathrm{V}_{2}, \ldots, \mathrm{~V}_{\mathrm{n}}\right)$ ? The answer is as follows:

The Complete Ceva Theorem. Let $\mathrm{n}, \mathrm{j}, \mathrm{k}$ be integers with $\mathrm{n} \geq 3$, and let Q be a given point and $\mathrm{P}=\left(\mathrm{V}_{1}, \mathrm{~V}_{2}, \ldots, \mathrm{~V}_{\mathrm{n}}\right)$ an n -acron. We denote by $\mathrm{W}_{\mathrm{i}}$ the intersection point of the lines $\left\langle\mathrm{V}_{\mathrm{i}}, \mathrm{Q}\right\rangle$ and $\left\langle\mathrm{V}_{\mathrm{i}-\mathrm{j}}, \mathrm{V}_{\mathrm{i}+\mathrm{k}}\right\rangle$ and put

$$
\mathrm{C}(\mathrm{n} ; \mathrm{j}, \mathrm{k})=\prod_{\mathrm{i}=1}^{\mathrm{n}}\left[\frac{\mathrm{~V}_{\mathrm{i}+\mathrm{k}} \mathrm{~W}_{\mathrm{i}}}{\mathrm{~W}_{\mathrm{i}} \mathrm{~V}_{\mathrm{i}-\mathrm{j}}}\right]=1 .
$$

Then
(a)

$$
\mathrm{C}(\mathrm{n} ; \mathrm{j}, \mathrm{k})=(-1)^{\mathrm{n}} \mathrm{C}(\mathrm{n} ; \mathrm{n}-\mathrm{j}, \mathrm{k})=(-1)^{\mathrm{n}} \mathrm{C}(\mathrm{n} ; \mathrm{j}, \mathrm{n}-\mathrm{k})=\mathrm{C}(\mathrm{n} ; \mathrm{n}-\mathrm{j}, \mathrm{n}-\mathrm{k})
$$

and
(b) $\quad \mathrm{C}(\mathrm{n} ; \mathrm{j}, \mathrm{j})=\mathrm{C}(\mathrm{n} ; \mathrm{j}, \mathrm{k}) \cdot \mathrm{C}(\mathrm{n} ; \mathrm{k}, \mathrm{j})=\mathrm{C}(\mathrm{n} ; \mathrm{j}, \mathrm{k}) \cdot \mathrm{C}(\mathrm{n} ; \mathrm{k}, \mathrm{m}) \cdot \mathrm{C}(\mathrm{n} ; \mathrm{m}, \mathrm{j})=1$.

Moreover, all other relations between circular ratio products can be derived from the relations in (a) and (b).

Note that the first part of (b) implies the Generalized Ceva Theorem of Section 4. The proofs of all parts of assertions in (a) and (b) are straightforward, either from the definitions or by using the area principle; hence we do not present them here. The one novel aspect in the theorem is the claim that the relations in (a) and (b) are essentially the only ones. This can be established by the following argument. Let P be the n -acron with $\mathrm{V}_{\mathrm{i}}=\left(\mathrm{x}_{\mathrm{i}},-1\right)$ for $1 \leq \mathrm{i}<\mathrm{n}, \mathrm{V}_{\mathrm{n}}=(-\mathrm{x}, 1)$, and $\mathrm{Q}=(0,0)$, illustrated in Figure 7.1. Then an easy calculation shows that

$$
\mathrm{C}(\mathrm{n} ; \mathrm{j}, \mathrm{k})=\frac{\mathrm{c}_{\mathrm{k}}\left(\mathrm{x}-\mathrm{x}_{\mathrm{k}}\right)\left(\mathrm{x}-\mathrm{x}_{\mathrm{n}-\mathrm{k}}\right)}{\mathrm{c}_{\mathrm{j}}\left(\mathrm{x}-\mathrm{x}_{\mathrm{j}}\right)\left(\mathrm{x}-\mathrm{x}_{\mathrm{n}-\mathrm{j})}\right.}
$$

where $c_{k}$ and $c_{j}$ are constants, independent of the variables $x$ and the $x_{i}$ 's. Since these variables are independent of each other, a cancellation of the fractions can occur only if exactly the same expressions occur in the numerators and denominators. But expressions of this kind involving four or more values of the subscripts can be simplified using the relations in (a) and (b). This completes the proof.


Figure 7.1. An example of an $n$-acron used in the proof of the Complete Ceva Theorem.

In a slightly different spirit, there is another theorem that reminds one of Ceva's theorem. Given a point C , for $\mathrm{i}=1,2, \ldots, \mathrm{n}$, a point $\mathrm{W}_{\mathrm{i}}$ on a side (or diagonal) $<\mathrm{V}_{\mathrm{i}}, \mathrm{V}_{\mathrm{i}+\mathrm{k}}>$ of a multilateral $\mathrm{M}=<\mathrm{V}_{1}, \mathrm{~V}_{2}, \ldots, \mathrm{~V}_{\mathrm{n}}>$ is obtained as the intersection of $\left.<\mathrm{V}_{\mathrm{i}}, \mathrm{V}_{\mathrm{i}+\mathrm{k}}\right\rangle$ with the line $\left.<\mathrm{C}, \mathrm{Z}_{\mathrm{i}}\right\rangle$, where $\mathrm{Z}_{\mathrm{i}}$ is the intersection point of two suitably chosen sides (or diagonals) of M. Specifically, we have

A Ceva variant. With the notation just explained,

$$
\prod_{i=1}^{n}\left[\frac{\mathrm{~V}_{\mathrm{i}} \mathrm{~W}_{\mathrm{i}}}{\mathrm{~W}_{\mathrm{i}} \mathrm{~V}_{\mathrm{i}+\mathrm{k}}}\right]=1
$$

provided $0, \mathrm{k}, 2 \mathrm{k}, 3 \mathrm{k}$ are all distinct $\bmod \mathrm{n}$, and either
(a) $\mathrm{Z}_{\mathrm{i}}=\left\langle\mathrm{V}_{\mathrm{i}}, \mathrm{V}_{\mathrm{i}-\mathrm{k}}\right\rangle \cap\left\langle\mathrm{V}_{\mathrm{i}+\mathrm{k}}, \mathrm{V}_{\mathrm{i}+2 \mathrm{k}}\right\rangle$
or
(b) $\quad \mathrm{Z}_{\mathrm{i}}=\left\langle\mathrm{V}_{\mathrm{i}}, \mathrm{V}_{\mathrm{i}+2 \mathrm{k}}\right\rangle \cap\left\langle\mathrm{V}_{\mathrm{i}+\mathrm{k}}, \mathrm{V}_{\mathrm{i}-\mathrm{k}}\right\rangle$.

The two cases are illustrated by the examples in Figures 7.2 and 7.3.
Since the proofs are completely analogous to the ones we have seen, we do not give them. They appear in "A new Ceva-type theorem" by Shephard and myself, in the Mathematical Gazette 80(1996), 492-500.


Figure 7.2. An illustration of the case (a) of the Ceva variant theorem, with $n=7$ and $\mathrm{k}=1$.


Figure 7.23. An illustration of the case (b) of the Ceva variant theorem, with $n=7$ and $\mathrm{k}=1$.

## 8. Circular products of ratios involving circles.

There are many results of the same nature as the theorems of Ceva, Menelaus and other transversality theorems we have seen, but which deal with ratios of segments determined by circles on polyacrons. In the present section we shall discuss some of the possibilities.

One result deals with situations in which a family of circles leads to a family of tangents, whose intersections with lines of the polyacron yield the ratios whose product is constant. More precisely, we have the following.

Theorem 8.1. Given $n$-acron $P$ with vertices $V_{j}$, where $j=1,2, \ldots, n$; let $C_{j}$ be the circumcircle of $\mathrm{V}_{\mathrm{j}-1}, \mathrm{~V}_{\mathrm{j}}, \mathrm{V}_{\mathrm{j}+1}$, and let $\mathrm{W}_{\mathrm{j}}$ be the intersection of the line $\mathrm{V}_{\mathrm{j}-1}, \mathrm{~V}_{\mathrm{j}+1}$ with the tangent to $\mathrm{C}_{\mathrm{j}}$ at $\mathrm{V}_{\mathrm{j}}$. Then

$$
\prod_{1 \leq j \leq n}\left[\frac{W_{j} V_{j-1}}{V_{j+1} W_{j}} \rrbracket=(-1)^{n}\right.
$$

This result is illustrated in Figure 8.1.
Proof. The proof is easy; see Figure 8.2. Consider one triplet of consecutive vertices, say ABC , its circumcircle, and the tangent to the circumcircle at $B$. The tangent intersects the line $A C$ at $W$, and we wish to find a useful expression for WA/CW. Denote by $\mathrm{A}^{*}$ and $\mathrm{C}^{*}$ the perpendicular projections of A and C onto the tangent. Then

$$
\begin{aligned}
& \quad \mathrm{WA} / \mathrm{WC}=\mathrm{AA}^{*} / \mathrm{CC}^{*}=\mathrm{AB} \sin \left(\mathrm{ABA}^{*}\right) / \mathrm{CB} \sin (\mathrm{CBC} *)= \\
& \mathrm{AB} \cos (\mathrm{ABO}) / \mathrm{BC} \cos (\mathrm{CBO})=\mathrm{AB} \mathrm{BO} \cos (\mathrm{ABO}) / \mathrm{BC} \mathrm{BO} \cos (\mathrm{CBO})= \\
& \quad\left(\mathrm{AB}^{2}+\mathrm{OB}^{2}-\mathrm{OA}^{2}\right) /\left(\mathrm{CB}^{2}+\mathrm{OB}^{2}-\mathrm{OC}^{2}\right)=\mathrm{AB}^{2} / \mathrm{CB}^{2} . \\
& \text { Therefore } \prod_{1 \leq \mathrm{j} \leq \mathrm{n}} \llbracket \mathrm{~W}_{\mathrm{j}} \mathrm{~V}_{\mathrm{j}-1} / \mathrm{V}_{\mathrm{j}+1} \mathrm{~W}_{\mathrm{j}} \rrbracket= \\
& \prod_{1 \leq \mathrm{j} \leq \mathrm{n}}(-1)^{\mathrm{n}}\left(\mathrm{~V}_{\mathrm{j}-1} \mathrm{~V}_{\mathrm{j}}\right)^{2} /\left(\mathrm{V}_{\mathrm{j}+1} \mathrm{~V}_{\mathrm{j}}\right)^{2}=(-1)^{\mathrm{n}} .
\end{aligned}
$$

As could be expected, there are other results of this nature, in which part of the points determining the circles are fixed. For example, we have:
Theorem 8.2. Given $n$-acron $P$ with vertices $V_{j}$, where $j=1,2, \ldots, n$, and a fixed point Q ; let $\mathrm{C}_{\mathrm{j}}$ be the circumcircle of $\mathrm{Q}, \mathrm{V}_{\mathrm{j}}, \mathrm{V}_{\mathrm{j}+\mathrm{k}}$, and let $\mathrm{W}_{\mathrm{j}}$ be the intersection of the line $\mathrm{V}_{\mathrm{j}}, \mathrm{V}_{\mathrm{j}+\mathrm{k}}$ with the tangent to $\mathrm{C}_{\mathrm{j}}$ at Q . Then

$$
\prod_{1 \leq j \leq n} \llbracket \frac{W_{j} V_{j}}{V_{j+k} W_{j}} \rrbracket=(-1)^{n}
$$

The proof of Theorem 8.2 is a trivial modification of the proof of Theorem 8.1.

A different variant of such results is obtained if tangents to a circle through three vertices of an $n$-acron are used to generate a new $n$-acron, circumscribed to the starting one. The products of the ratios in which the old vertices divide the new vertices on each side are then computed. The result is:


Figure 8.1. An ilustration of Theorem 8.1, for $n=5$.

Theorem 8.3. Given $n$-acron $P$ with vertices $V_{j}$, where $j=1,2, \ldots, n$; let $T_{j}$ be the tangent at $\mathrm{V}_{\mathrm{j}}$ to the circumcircle of $\mathrm{V}_{\mathrm{j}-\mathrm{k}}, \mathrm{V}_{\mathrm{j}}, \mathrm{V}_{\mathrm{j}+\mathrm{k}}$, and let $\mathrm{W}_{\mathrm{j}}$ be the intersection of the lines $T_{j-k}$ and $T_{j}$ with the tangent to $C_{j}$ at $V_{j}$. Then

$$
\prod_{1 \leq j \leq n} \llbracket \frac{W_{j} V_{j}}{V_{j} W_{j+k}} \rrbracket=1
$$

for all k .

For $\mathrm{n}=3$ this is entirely trivial. Numerical evidence makes it clear that the result is valid for all $n$; since the formal verification involves only manipulations of well-determined polynomials, it should be easy (given sufficient patience).

It is worth noting that the analogues of Theorem 8.1 and Theorem 8.3, in which the circles are determined by one vertex and two fixed ("Ceva") points, are not valid. However, a combination of the two ratios works. A closer inspection yielded the insight that the specific construction of the additional lines as tangents to circles is irrelevant. In fact, the following result, which involves only lines and their intersections, holds.


Figure 8.2. Illustration of the argument used in the proof of Theorem 8.1.

Theorem 8.4. Given $n$-acron $P$ with vertices $V_{j}$, where $j=1,2, \ldots, n$; let $T_{j}$ an arbitrary line through $\mathrm{V}_{\mathrm{j}}$, let $\mathrm{W}_{\mathrm{j}}$ be the intersection of the lines $\left\langle\mathrm{V}_{\mathrm{j}-1}, \mathrm{~V}_{\mathrm{j}+1}\right\rangle$ with $\mathrm{T}_{\mathrm{j}}$, and let $\mathrm{Z}_{\mathrm{j}}$ be the intersection of $\mathrm{T}_{\mathrm{j}}$ with $\mathrm{T}_{\mathrm{j}+1}$. Then

$$
\left.\prod_{1 \leq j \leq n} \llbracket \frac{V_{j-1} W_{j}}{V_{j+1} W_{j}}\right]\left[\frac{V_{j} Z_{j-1}}{Z_{j} V_{j}} \rrbracket=1\right.
$$

This is illustrated in Figure 8.3 for the case $n=5$.

Theorem 8.4 was also first verified experimentally, and then confirmed by (straightforward, but messy) algebraic calculations. So far I have found no elegant proof.

A variant of Theorem 8.2 results if instead of circles we use arbitrary conic sections (quadratic polynomials). A conic section needs five points to be determined, and we have the following:


Figure 8.3. An illustration for $\mathrm{n}=5$ of Theorem 8.4.

Theorem 8.5. Given $n$-acron $P, n \geq 4$, with vertices $V_{j}$, where $j=1,2, \ldots, n$, and a fixed point $Q$; let $C_{j}$ be the unique conic section determined by $Q, V_{j}, V_{j+k}, V_{j+2 k}$, $\mathrm{V}_{\mathrm{j}+\mathrm{k} 3}$, and let $\mathrm{W}_{\mathrm{j}}$ be the intersection of the line $\mathrm{V}_{\mathrm{j}}, \mathrm{V}_{\mathrm{j}+3 \mathrm{k}}$ with the tangent to $\mathrm{C}_{\mathrm{j}}$ at Q . Then

$$
\prod_{1 \leq j \leq n}\left[\frac{W_{j} V_{j}}{V_{j+3 \mathrm{k}} W_{j}}\right]=(-1)^{\mathrm{n}}
$$

for all $\mathrm{k}=1,2, \ldots,[(\mathrm{n}-1) / 2]$ except $\mathrm{k}=\mathrm{n} / 3$ if n is a multiple of 3 .
(Recall that all subscripts are to be taken $(\bmod n)$.)
This result was also verified numerically; it should be provable by algebra (I did not have the patience), but it would be most appealing if an elegant proof were found.

## Remarks and exercises.

(1) Theorems 8.1 and 8.3 remain valid for a variety of 3-parameter families of curves instead of circles. For example, one can take parabolas with equations of the form $a x^{2}+b x+c y+d=0$, or ellipses or hyperbolas $a\left(x^{2}+3 y^{2}\right)+b x+c y+d=0$, or $a x y+b x+c y+d=0$, or $a\left(x^{2}-5 y^{2}\right)+b x+c+d=0$, or $a /(x+3 y)+b x+c+d=0$, etc. All these have been confirmed numerically; formal proofs should be straightforward, but elegant proofs may be hard to find.
(2) Theorem 8.2 has even more far-reaching generalizations. It remains valid if the circles are replaced by any 3-paremeter family of curves given by equations of the type $a f(x, y)+b x+c y+d=0$, where $f(x, y)$ is any differentiable function. This has been confirmed numerically with a wide selection of families; it would be rather interesting to find a formal argument.
(3) I have seen none of the result of this section in the literature, except that the case $\mathrm{n}=4$ appears as Example 80 in Chou [1988] and as Example 6.231 in Chou-Gao-Zhang [1994]; in these books it is called the Theorem of Pratt-Wu.
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## Added note.

For an analytic proof of Theorem 8.2 we may proceed as follows.
The circle $\mathrm{C}_{\mathrm{j}}$ through vertices $\mathrm{V}_{\mathrm{j}}=\left(\mathrm{x}_{\mathrm{j}}, \mathrm{y}_{\mathrm{j}}\right)$ and $\mathrm{V}_{\mathrm{j}+1}=\left(\mathrm{x}_{\mathrm{j}+1}, \mathrm{y}_{\mathrm{j}+1}\right)$ and the Ceva-point $\mathrm{C}=(\mathrm{c}, \mathrm{d})$ has equation
$F_{j}(x, y)=\left|\begin{array}{cccc}x^{2}+y^{2} & 2 x & 2 y & 1 \\ c^{2}+d^{2} & 2 c & 2 d & 1 \\ x_{j}^{2}+y_{j}^{2} & 2 x_{j} & 2 y_{j} & 1 \\ x_{j+1}{ }^{2}+y_{j+1}{ }^{2} & 2 x_{j+1} & 2 y_{j+1} & 1\end{array}\right|=0$,
and the tangent $\mathrm{T}_{\mathrm{j}}$ to $\mathrm{C}_{\mathrm{j}}$ at C has therefore the equation
$f_{j}(x, y)=\left|\begin{array}{cccc}c x+d y & x+c & y+d & 1 \\ c^{2}+d^{2} & 2 c & 2 d & 1 \\ x_{j}^{2}+y_{j}^{2} & 2 x_{j} & 2 y_{j} & 1 \\ x_{j+1}{ }^{2}+y_{j+1}{ }^{2} & 2 x_{j+1} & 2 y_{j+1} & 1\end{array}\right|=0$.

Denoting by $L_{j}$ the line determined by $V_{j}$ and $V_{j+1}$, and by $W_{j}$ the intersection of $L_{j}$
and $T_{j}$, it follows from Chasles' theorem that $\left[\frac{V_{j} W_{j}}{W_{j} V_{j+1}}\right]=-\frac{f_{j}\left(X_{j}, y_{j}\right)}{f_{j}\left(x_{j+1}, y_{j+1}\right)}$.
But since

$$
\begin{aligned}
& \mathrm{f}_{\mathrm{j}}\left(\mathrm{x}_{\mathrm{j}}, \mathrm{y}_{\mathrm{j}}\right)=2\left(\mathrm{~d} \mathrm{x}_{\mathrm{j}}-\mathrm{d} \mathrm{x}_{\mathrm{j}+1}-\mathrm{c} \mathrm{y}_{\mathrm{j}}+\mathrm{c} \mathrm{y}_{\mathrm{j}+1}-\mathrm{x}_{\mathrm{j}} \mathrm{y}_{\mathrm{j}+1}+\mathrm{x}_{\mathrm{j}+1} \mathrm{y}_{\mathrm{j}}\right) \\
& \quad\left(\mathrm{c}^{2}+\mathrm{d}^{2}-2 \mathrm{c} \mathrm{x}_{\mathrm{j}}+\mathrm{x}_{\mathrm{j}}^{2}-2 \mathrm{~d} \mathrm{y}_{\mathrm{j}}+\mathrm{y}_{\mathrm{j}}^{2}\right)
\end{aligned}
$$

and
$f_{j}\left(x_{j+1}, y_{j+1}\right)=2\left(d x_{j}-d x_{j+1}-c y_{j}+c y_{j+1}-x_{j} y_{j+1}+x_{j+1} y_{j}\right)$ $\left(c^{2}+d^{2}-2 c x_{j+1}+x_{j+1}{ }^{2}-2 d y_{j+1}+y_{j+1}{ }^{2}\right)$,
we have

$$
\left[\frac{v_{j} W_{j}}{W_{j} V_{j+1}}\right]=-\frac{c^{2}+d^{2}-2 c x_{j}+x_{j}^{2}-2 d y_{j}+y_{j}^{2}}{c^{2}+d^{2}-2 c x_{j+1}+x_{j+1} 1^{2}-2 d y_{j+1}+y_{j+1}^{2}} .
$$

Therefore the cyclic product of all the ratios has the value $(-1)^{\mathrm{n}}$.

## 9. Circle transversality theorems.

As in Section 8, we shall be concerned here with circular products of ratios determined by circles -- but now we shall intersect by sides (or diagonals) of polyacrons the circles themselves, and not tangents to them. The first result is a Menelaus-type theorem.

Theorem 9.1. Given an $n$-acron $P$ with vertices $V_{i}$, where $i=1,2, \ldots, n$, and a circle C. Let $X_{i}{ }^{(1)}$ and $X_{i}{ }^{(2)}$ be the intersection points of the line $\left\langle V_{i} V_{i+k}\right\rangle$ with $C$, for a fixed k with $1 \leq \mathrm{k}<\mathrm{n} / 2$. Then

$$
\prod_{1 \leq i \leq n} \llbracket \frac{\mathrm{X}_{\mathrm{i}}^{(1)} \mathrm{V}_{\mathrm{i}}}{\mathrm{X}_{\mathrm{i}}^{(1)} \mathrm{V}_{\mathrm{i}+\mathrm{k}}} \rrbracket \cdot \llbracket \frac{\mathrm{X}_{\mathrm{i}}^{(2)} \mathrm{V}_{\mathrm{i}}}{\mathrm{X}_{\mathrm{i}}^{(2)} \mathrm{V}_{\mathrm{i}+\mathrm{k}}} \rrbracket=1
$$

The notation is illustrated for $\mathrm{n}=5$ in Figure 9.1.


Figure 9.1. An illustration of Theorem 9.1 in case $n=5$.

The proof of Theorem 9.1 is extremely simple; it relies on the theorem about the "power of a point with respect to a circle". This theorem associates with every point a real number, such that if a line through the point meets the circle, then the product of the lengths of the segments from the point to the circle equals that number. In the notation of Figure 9.2, $A B^{*} . A B^{* *}=A C^{*} . A C^{* *}$. Therefore, in the product of Theorem 9.1, each product of numerators will also appear as product of denominators in another pair of fractions, - hence all will cancel. We shall discuss at the end of this section the possibility that some of the sides of the polyacron do not meet the circle.

In analogy to the sequence Menelaus $\rightarrow$ Ceva $\rightarrow$ Selftransversality, in the case of circles we have the following three theorems in addition to the one above.

Theorem 9.2. Given an $n$-acron $P$ with vertices $V_{i}$, where $i=1,2, \ldots, n$, and fixed points $\mathrm{Q}_{1}$ and $\mathrm{Q}_{2}$. Let $\mathrm{C}_{\mathrm{i}}$ be the circumcircle of $\mathrm{Q}_{1}, \mathrm{Q}_{2}$, and $\mathrm{V}_{\mathrm{i}}$, and let $\mathrm{X}_{\mathrm{i}}(1)$ and $\mathrm{X}_{\mathrm{i}}{ }^{(2)}$ be the intersection points of the line $\mathrm{V}_{\mathrm{i}-\mathrm{k}}, \mathrm{V}_{\mathrm{i}+\mathrm{k}}$ with the circle $\mathrm{C}_{\mathrm{i}}$. Then

$$
\prod_{1 \leq i \leq n} \llbracket \frac{\mathrm{X}_{\mathrm{i}}^{(1)} \mathrm{V}_{\mathrm{i}-\mathrm{k}}}{\mathrm{X}_{\mathrm{i}}{ }^{(1)} \mathrm{V}_{\mathrm{i}+\mathrm{k}}} \rrbracket \cdot \llbracket \frac{\mathrm{X}_{\mathrm{i}}^{(2)} \mathrm{V}_{\mathrm{i}-\mathrm{k}}}{\mathrm{X}_{\mathrm{i}}{ }^{(2)} \mathrm{V}_{\mathrm{i}+\mathrm{k}}} \rrbracket=(-1)^{\mathrm{n}}
$$

for all $k$ such that $1 \leq k<n / 2$.


Figure 9.2. An illustration of the "power of a point with respect to a circle" theorem. The point A common to the two transversals may just as well be on the circle, or outside of it.

Theorem 9.3. Given an $n$-acron $P$ with vertices $V_{i}$, where $i=1,2, \ldots, n$, and a fixed point Q ; let $\mathrm{C}_{\mathrm{i}}$ be the circumcircle of $\mathrm{Q}, \mathrm{V}_{\mathrm{i}+\mathrm{k}}, \mathrm{V}_{\mathrm{i}+2 \mathrm{k}}$, and let $\mathrm{X}_{\mathrm{i}}{ }^{(1)}$ and $\mathrm{X}_{\mathrm{i}}{ }^{(2)}$ be the intersection points of the line $V_{i}, V_{i+3 k}$ with the circle $C_{i}$. Then
for all $k$ such that $1 \leq k<n / 2$ and $k \neq n / 3$.

Theorem 9.4. Given an $n$-acron $P$ with vertices $V_{i}$, where $i=1,2, \ldots, n$, let $C_{i}$ be the circumcircle of $\mathrm{V}_{\mathrm{i}}, \mathrm{V}_{\mathrm{i}-\mathrm{j}}, \mathrm{V}_{\mathrm{i}+\mathrm{j}}$, and let $\mathrm{X}_{\mathrm{i}}{ }^{(1)}$ and $\mathrm{X}_{\mathrm{i}}{ }^{(2)}$ be the intersection points of the line $\mathrm{V}_{\mathrm{i}-\mathrm{k}}, \mathrm{V}_{\mathrm{i}+\mathrm{k}}$ with the circle $\mathrm{C}_{\mathrm{i}}$. Then

$$
\prod_{1 \leq i \leq n} \llbracket \frac{\mathrm{X}_{\mathrm{i}}^{(1)} \mathrm{V}_{\mathrm{i}-\mathrm{k}}}{\mathrm{X}_{\mathrm{i}}^{(1)} \mathrm{V}_{\mathrm{i}+\mathrm{k}}} \rrbracket \cdot \llbracket \frac{\mathrm{X}_{\mathrm{i}}^{(2)} \mathrm{V}_{\mathrm{i}-\mathrm{k}}}{\mathrm{X}_{\mathrm{i}}{ }^{(2)} \mathrm{V}_{\mathrm{i}+\mathrm{k}}} \rrbracket=(-1)^{\mathrm{n}}
$$

if either (i) $1 \leq j<n / 2, j \neq n / 4, j \neq n / 3$, and $k=2 j(\bmod n)$; or else (ii) $\mathrm{k} \geq 1, \mathrm{j}=2 \mathrm{k}$, and $\mathrm{n}=6 \mathrm{k}$.

Theorems 9.2, 9.3 and 9.4 have been extensively verified by numerical checking. It is pretty clear that there must be algebraic cancellation of the factors involved in the cyclic products; however, I have not been able to clear a path through the stifling jungle of polynomials and roots. Neither have I been able to find any geometric arguments. More about Theorem 9.1 will be presented in the next section.

I am certain that all theorems of this section could be strengthened to say that the cases listed are the only ones in which the cyclic products equal $\pm 1$.

It is very remarkable that all the theorems of this section remain valid for many families of curves other than circles. Very extensive numerical experiments showed this to be the case, for example, for the 3-parameter family of parabolas given by equations of the type $y=a x^{2}+b x+c$ and the 3-parameter family of hyperbolas given by equations of the type $x y=a x+b y+c$. Since the theorems are affinely invariant, this shows that they are valid for many 3-parameter families of nondegenerate conic sections. It may be conjectured that it is valid for all those 3-parameter families of nondegenerate conic sections for which each triplet of points uniquely determines a curve of the family.

However, the validity of the above results is not limited to conic sections. In extensive numerical experiments it turned out that with appropriate modifications they apply, for example, to cubic curves of the type $y=a x^{3}+b x^{2}+c x+d$ (called "cubic parabolas" in the sequel), along with many other examples. (The full scope of relevant families of curves is not known.) The main change from theorems 9.1 to 9.4 is that the results for the cubics correspond to those theorems for circles which have the same number of variable points used in the determination of the curves (and not the number of fixed "Ceva" points). Naturally, the ratios now extend over all three intersection points on each line. Thus we have the following analogue of Theorems 9.1 to 9.4 :

Theorem 9.5. Given an $n$-acron $P$ with vertices $V_{i}$, where $i=1,2, \ldots, n$, and a cubic parabola $C$. Let $X_{i}{ }^{(1)}$, $X_{i}{ }^{(2)}$ and $X_{i}{ }^{(3)}$ be the intersection points of the line $<V_{i}$ $\mathrm{V}_{\mathrm{i}+\mathrm{k}}>$ with C , for a fixed k with $1 \leq \mathrm{k}<\mathrm{n} / 2$. Then

Theorem 9.6. Given an $n$-acron $P$ with vertices $V_{i}$, where $i=1,2, \ldots, n$. Let $C_{i}$ be the cubic parabola determined by the fixed points $Q_{1}, Q_{2}, Q_{3}$ and the vertex $V_{i}$, and let $\mathrm{X}_{\mathrm{i}}{ }^{(1)}, \mathrm{X}_{\mathrm{i}}{ }^{(2)}$ and $\mathrm{X}_{\mathrm{i}}{ }^{(3)}$ be the intersection points of the line $\left\langle\mathrm{V}_{\mathrm{i}-\mathrm{k}}, \mathrm{V}_{\mathrm{i}+\mathrm{k}}\right\rangle$ with the cubic parabola $\mathrm{C}_{\mathrm{i}}$. Then

$$
\prod_{1 \leq i \leq n} \prod_{1 \leq t \leq 3} \llbracket \frac{X_{i}{ }^{(t)} V_{i-k}}{X_{i}(t) V_{i+k}} \rrbracket=(-1)^{n}
$$

for all $k$ such that $1 \leq \mathrm{k}<\mathrm{n} / 2$.

Theorem 9.7. Given an $n$-acron $P$ with vertices $V_{i}$, where $i=1,2, \ldots, n$. Let $C_{i}$ be the cubic parabola determined by the fixed points $Q_{1}, Q_{2}$, and the vertices $V_{i+k}, V_{i+2 k}$, and let $\mathrm{X}_{\mathrm{i}}{ }^{(1)}$ and $\mathrm{X}_{\mathrm{i}}{ }^{(2)}$ be the intersection points of the line $\left\langle\mathrm{V}_{\mathrm{i}}, \mathrm{V}_{\mathrm{i}+3 \mathrm{k}}\right\rangle$ with the cubic parabola $\mathrm{C}_{\mathrm{i}}$. Then
for all $k$ such that $1 \leq k<n / 2$ and $k \neq n / 3$.

Theorem 9.8. Given an $n$-acron $P$ with vertices $V_{i}$, where $i=1,2, \ldots, n$, and a point Q ; let $\mathrm{C}_{\mathrm{i}}$ be the cubic parabola determined by the points $\mathrm{Q}, \mathrm{V}_{\mathrm{i}}, \mathrm{V}_{\mathrm{i}-\mathrm{j}}, \mathrm{V}_{\mathrm{i}+\mathrm{j}}$, and let $\mathrm{X}_{\mathrm{i}}{ }^{(1)}$, $\mathrm{X}_{\mathrm{i}}{ }^{(2)}$ and $\mathrm{X}_{\mathrm{i}}{ }^{(3)}$ be the intersection points of the line $\left\langle\mathrm{V}_{\mathrm{i}-\mathrm{k}}, \mathrm{V}_{\mathrm{i}+\mathrm{k}}\right\rangle$ with the cubic $\mathrm{C}_{\mathrm{i}}$. Then
if either (i) $1 \leq \mathrm{j}<\mathrm{n} / 2, \mathrm{j} \neq \mathrm{n} / 4, \mathrm{j} \neq \mathrm{n} / 3$, and $\mathrm{k}=2 \mathrm{j}(\bmod \mathrm{n})$;
or else (ii) $\mathrm{k} \geq 1, \mathrm{j}=2 \mathrm{k}$, and $\mathrm{n}=6 \mathrm{k}$.
However, there is also an additional result, in which no fixed point enters the determination of the cubic curve; it is thus a different analogue of Theorem 9.4.

Theorem 9.9. Given an $n$-acron $P$ with vertices $V_{i}$, where $i=1,2, \ldots, n$. Let $C_{i}$ be the cubic parabola determined by the vertices $\mathrm{V}_{\mathrm{i}+\mathrm{k}}, \mathrm{V}_{\mathrm{i}+\mathrm{j}+\mathrm{k}}, \mathrm{V}_{\mathrm{i}+2 \mathrm{j}+\mathrm{k}}, \mathrm{V}_{\mathrm{i}+3 \mathrm{j}+\mathrm{k}}$, and let $\mathrm{X}_{\mathrm{i}}{ }^{(1)}$ and $\mathrm{X}_{\mathrm{i}}{ }^{(2)}$ be the intersection points of the line $\left\langle\mathrm{V}_{\mathrm{i}}, \mathrm{V}_{\mathrm{i}+3 \mathrm{j}+2 \mathrm{k}}\right\rangle$ with the cubic parabola $\mathrm{C}_{\mathrm{i}}$. Then

$$
\Pi_{1 \leq i \leq n} \Pi_{1 \leq \operatorname{scs} 3}\left[\frac{x_{i}(i) v_{i}}{x_{i}(v) v_{i+j i+2 k}}\right]=1 .
$$

if either (i) $1 \leq \mathrm{j}<\mathrm{n} / 3, \mathrm{j} \neq \mathrm{n} / 5, \mathrm{j} \neq \mathrm{n} / 4$, and $\mathrm{k}=\mathrm{j}(\bmod \mathrm{n})$; or else (ii) $\mathrm{k} \leq-1, \mathrm{j}=-2 \mathrm{k}$, and $\mathrm{n}=-8 \mathrm{k}$.

## 10. A basic lemma and some applications.

The following lemma gives an inkling of the type of theorems that one may expect, and it can be used to simply prove some of them. It is possible that the other results of Section 9 (for example) man also be proved using this lemma; however, the algebra appears to be beyong managing.

Let $\mathrm{X}=\left(\mathrm{x}_{1}, \mathrm{x}_{2}\right)$ be an arbitrary point, and let $\mathrm{p}(\mathrm{X})=\mathrm{p}\left(\mathrm{x}_{1}, \mathrm{x}_{2}\right)$ be a polynomial in $x_{1}, x_{2}$, of degree $d=\max \left\{i+j\right.$ : the coefficient of $x_{1}{ }^{i} x_{2} j$ in $p(X)$ is nonzero $\}$. Let $C$ $=\{\mathrm{X}: \mathrm{p}(\mathrm{X})=0\}$ be the curve determined by $\mathrm{p}(\mathrm{X})$. Throughout, the coordinates of X and the coefficients of $p$ are allowed to be complex numbers. Given points $A=\left(a_{1}, a_{2}\right)$ and $\mathrm{B}=\left(\mathrm{b}_{1}, \mathrm{~b}_{2}\right)$, let $\mathrm{L}_{\mathrm{AB}}=\langle\mathrm{A}, \mathrm{B}>=\{\mathrm{g}(\mathrm{t})=(1-\mathrm{t}) \mathrm{A}+\mathrm{tB}: \mathrm{t}$ any complex number $\}$ be the line determined by $A$ and $B$. Let $S=\left\{S_{1}, S_{2}, \ldots, S_{d}\right\}=C \cap L_{A B}$ be the intersection points of $C$ with $L_{A B}$; counting multiplicities, there always are $d$ such points. With this notation, we have:

Lemma. $\prod_{1 \leq i \leq d} \llbracket \frac{S_{i} A}{S_{i} B} \rrbracket=\frac{p(A)}{p(B)}$.

Proof. Since the points $S_{i}$ are on $L_{A B}$, there exist (possibly complex) numbers $t_{1}, t_{2}$, $\ldots, t_{n}$ such that $S_{i}=\left(1-t_{i}\right) A+t_{i} B=g\left(t_{i}\right)$ for all i. Now, $h(t)=p(g(t))$ is a polynomial in $t$, of degree $d$, the zeros of which are precisely the numbers $t_{1}, t_{2}, \ldots, t_{d}$. Therefore $h(t)=K\left(t-t_{1}\right)\left(t-t_{2}\right) \ldots\left(t-t_{d}\right)$, where $K$ is a number that does not depend on $t$. If $X=g(t)$ is any point of $L_{A B}$, then $X-S_{i}=(1-t) A+t B-\left(\left(1-t_{i}\right) A-t_{i} B\right)=$ $(B-A)\left(t-t_{i}\right)=\left(\left(b_{1}-a_{1}\right)\left(t-t_{i}\right),\left(b_{2}-a_{2}\right)\left(t-t_{i}\right)\right)$. Since each ratio $\llbracket \frac{S_{i} A}{S_{i} B} \rrbracket$ equals the ratio of the first components, we have

$$
\begin{aligned}
\prod_{1 \leq i \leq d}\left[\frac{S_{\mathrm{i}} \mathrm{~A}}{\mathrm{~S}_{\mathrm{i}} \mathrm{~B}} \rrbracket\right. & =\prod_{1 \leq i \leq d}\left(\frac{\left.\left(\mathrm{~b}_{1}-\mathrm{a}_{1}\right)\left(\mathrm{t}-\mathrm{t}_{\mathrm{i}}\right)\right|_{\mathrm{t}=0}}{\left.\left(\mathrm{~b}_{1}-\mathrm{a}_{1}\right)\left(\mathrm{t}-\mathrm{t}_{\mathrm{i}}\right)\right|_{\mathrm{t}=1}}\right) \\
& =\prod_{1 \leq i \leq d}\left(\frac{\left.\mathrm{~K}\left(\mathrm{t}-\mathrm{t}_{\mathrm{i}}\right)\right|_{\mathrm{t}=0}}{\left.\mathrm{~K}\left(\mathrm{t}-\mathrm{t}_{\mathrm{i}}\right)\right|_{\mathrm{t}=1}}\right)=\frac{\mathrm{h}(0)}{\mathrm{h}(1)}=\frac{\mathrm{p}(\mathrm{~A})}{\mathrm{p}(\mathrm{~B})}
\end{aligned}
$$

We shall give two examples of the use of this Lemma.
First, here is an analytical proof of Theorem 8.2. Denoting by $\mathrm{L}_{\mathrm{j}}$ the line determined by $V_{j}$ and $V_{j+k}$, and by $W_{j}$ the intersection of $L_{j}$ and $T_{j}$, it follows from the Lemma that $\left[\frac{V_{j} W_{j}}{W_{j} V_{j+k}}\right]=-\frac{f\left(x_{j}, y_{j}\right)}{f\left(X_{j+k}, y_{j+k}\right)}$. But since

$$
\begin{aligned}
& f\left(X_{j}\right)=2\left(d x_{j}-d x_{j+1}-c y_{j}+c y_{j+k}-x_{j} y_{j+k}+x_{j+k} y_{j}\right) \\
& \quad\left(c^{2}+d^{2}-2 c x_{j}+x_{j}^{2}-2 d y_{j}+y_{j}^{2}\right)
\end{aligned}
$$

and

$$
\begin{aligned}
& f\left(X_{j+k}\right)=2\left(d x_{j}-d x_{j+k}-c y_{j}+c y_{j+k}-x_{j} y_{j+k}+x_{j+k} y_{j}\right) \\
& \quad\left(c^{2}+d^{2}-2 c x_{j+k}+x_{j+k^{2}}^{2}-2 d y_{j+k}+y_{j+k}\right),
\end{aligned}
$$

we have

$$
\left[\frac{v_{j} W_{j}}{W_{j} v_{j+k}}\right]=-\frac{c^{2}+d^{2}-2 c x_{j}+x_{j}^{2}-2 d y_{j}+y_{j}^{2}}{c^{2}+d^{2}-2 c x_{j+k}+x_{j+k^{2}}^{2}-2 d y_{j+k}+y_{j+k^{2}}^{2}} .
$$

Therefore in the cyclic product of all the ratios we have complete cancellation, hence the product has the value $(-1)^{\mathrm{n}}$, as claimed.

Similar, but slightly messier, is the analytical proof of Theorem 8.5. (I discovered that some 15 months ago I had had the patience to work it out.) If the Ceva point is $\mathrm{Q}=(\mathrm{c}, \mathrm{d})$, the conic $\mathrm{C}_{\mathrm{j}}$ through Q and the vertices $\mathrm{V}_{\mathrm{i}}, \mathrm{V}_{\mathrm{i}+\mathrm{k}}, \mathrm{V}_{\mathrm{i}+2 \mathrm{k}}, \mathrm{V}_{\mathrm{i}+3 \mathrm{k}}$ has equation
$F(x, y)=\left|\begin{array}{cccccc}x^{2} & 2 x y & y^{2} & 2 x & 2 y & 1 \\ c^{2} & 2 c d & d^{2} & 2 c & 2 d & 1 \\ x_{j} & 2 x_{j} y_{j} & y_{j}{ }^{2} & 2 x_{j} & 2 y_{j} & 1 \\ x_{j+k} & 2 x_{j+k} y_{j+k} & y_{j+k^{2}} & 2 x_{j+k} & 2 y_{j+k} & 1 \\ x_{j+2 k^{2}} & 2 x_{j+2 k y_{j}} y_{j+2 k} & y_{j+2 k^{2}} & 2 x_{j+2 k} & 2 y_{j+2 k} & 1 \\ x_{j+3 k^{2}} & 2 x_{j+3 k y_{j}+3 k} & y_{j+3 k^{2}} & 2 x_{j+3 k} & 2 y_{j+3 k} & 1\end{array}\right|=0$,
and therefore the tangent to $C_{j}$ at $Q$ has equation
$f(x, y)=\left|\begin{array}{cccccc}c x & x d+y c & d y & x+c & y+d & 1 \\ c^{2} & 2 c d & d^{2} & 2 c & 2 d & 1 \\ x_{j}^{2} & 2 x_{j} y_{j} & y_{j}{ }^{2} & 2 x_{j} & 2 y_{j} & 1 \\ x_{j+k} & 2 x_{j+k} y_{j+k} & y_{j+k^{2}} & 2 x_{j+k} & 2 y_{j+k} & 1 \\ x_{j+2 k^{2}} & 2 x_{j+2 k y_{j+2 k}} & y_{j+2 k^{2}} & 2 x_{j+2 k} & 2 y_{j+2 k} & 1 \\ x_{j+3 k^{2}} & 2 x_{j+3 k} y_{j+3 k} & y_{j+3 k^{2}} & 2 x_{j+3 k} & 2 y_{j+3 k} & 1\end{array}\right|=0$.
Denoting by $L_{j}$ the line determined by $V_{j}$ and $V_{j+1}$, and by $W_{j}$ the intersection of $L_{j}$ and $T_{j}$, it follows from the Lemma that $\left[\frac{V_{j} W_{j}}{W_{j} V_{j+3 k}}\right]=-\frac{f\left(X_{j}, y_{j}\right)}{f\left(x_{j}+3 k, y_{j}+3 k\right)}$.

Putting, for simplicity, $\left|\begin{array}{c}\mathrm{p} \\ \mathrm{r} \\ \mathrm{s}\end{array}\right|=\left|\begin{array}{lll}\mathrm{p}_{1} & \mathrm{p}_{2} & 1 \\ \mathrm{r}_{1} & \mathrm{r}_{2} & 1 \\ \mathrm{~s}_{1} & \mathrm{~s}_{2} & 1\end{array}\right|$, it is a routine (but tedious) computation to verify that
$f\left(V_{j}\right)=-\left\|\begin{array}{c}V_{j} \\ V_{j+3 k} \\ Q\end{array}\right\|\left|\begin{array}{c}V_{j+k} \\ V_{j+2 k} \\ V_{j+3 k}\end{array}\left\|\left|\begin{array}{c}V_{j} \\ V_{j+k} \\ Q\end{array}\|\underset{Q}{ }\| \begin{array}{c}V_{j} \\ V_{j+2 k}\end{array}\right|\right.\right.$ and
$f\left(V_{j+3 k}\right)=\left|\begin{array}{c}V_{j} \\ V_{j+3 k} \\ Q\end{array}\left\|\begin{array}{c}V_{j} \\ V_{j+k} \\ V_{j+2 k}\end{array}\right\|\right| \begin{gathered}V_{j+k} \\ V_{j+3 k} \\ Q\end{gathered}\left|\| \begin{array}{c}V_{j+2 k} \\ V_{j+3 k} \\ Q\end{array}\right| ;$
therefore

$$
\left.\left[\begin{array}{c|c|c|c|c|c|c|c}
V_{j} W_{j} \\
W_{j} V_{j+3 k}
\end{array}\right]=\left|\begin{array}{c}
V_{j+k} \\
V_{j+2 k} \\
V_{j+3 k}
\end{array}\right|\left|\begin{array}{c}
V_{j} \\
V_{j+k} \\
Q
\end{array}\right|\left|\begin{array}{c}
V_{j} \\
V_{j+2 k} \\
Q
\end{array}\right|| | \begin{gathered}
V_{j} \\
V_{j+k} \\
V_{j+2 k}
\end{gathered}| | \begin{gathered}
V_{j+2 k} \\
V_{j+3 k} \\
Q
\end{gathered}| | \begin{gathered}
V_{j+k} \\
V_{j+3 k} \\
Q
\end{gathered} \right\rvert\,
$$

It follows that in the cyclic product of such ratios, all factors of the numerators cancel with appropriate factors of the denominators, and the result follows.

It is obvious that the Lemma gives at once proofs of Theorems 9.1 and 9.5, and, in fact, of all such "Menelaus-type" results where the sides of a polyacron intersect an algebraic curve. It is possible that the other results of Section 9 can be proved by some clever adaptation of this method - but I have not been able to find it.

## SPACES OF POLYGONS

We turn now to the study of a direction in the theory of polygons which has been very slow to emerge in any sort of rounded form. Since the results and ideas we shall be dealing with now are quite distinct from the ones considered so far, it is reasonable to think of this as being a new chapter. This should explain the numbering of sections and chapters, and is even more justified by the fact that I have fallen behind in providing written versions of the presentations in class. I intend to fill this gap, but since it is not clear at this moment how many sections this will make - a new start is really the simplest way. The new pages and sections will carry the letter N , to remind us both of "new" and of "Napoleon". However, it will be a while till we get to the Napoleon stuff ...

## N1. Rooted Polygons and Vector Spaces.

In this section we shall define the vector space $\mathbb{V}(\mathrm{n} ; \mathrm{k})$ of rooted n -gons in the k -dimensional real Euclidean space $\mathbb{E}^{\mathrm{k}}$, and some of its more important subspaces.

Throughout, $\mathrm{P}=\left[\mathrm{V}_{0}, \mathrm{~V}_{1}, \ldots, \mathrm{~V}_{\mathrm{n}-1}\right]$ denotes an arbitrary n -gon with vertices $\mathrm{V}_{0}, \ldots, \mathrm{~V}_{\mathrm{n}-1}$ and (directed) edges $\left[\mathrm{V}_{\mathrm{i}}, \mathrm{V}_{\mathrm{i}+1}\right](\mathrm{i}=0, \ldots, \mathrm{n}-1)$, in $\mathbb{E}^{\mathrm{k}}$, see Figure N 1.1 . In order to avoid exceptions and awkward formulations, we shall always assume that $\mathrm{n} \geq 3$. Also, as before, all subscripts i are reduced modulo n so they lie in the range $0 \leq \mathrm{i} \leq \mathrm{n}-1$. The fact that the edges are directed indicates that the polygons are oriented; the symbol $\quad\left[\mathrm{V}_{1}, \ldots \mathrm{~V}_{\mathrm{n}-1}, \mathrm{~V}_{0}\right]$ represents the same polygon P , and so do all other cyclic permutations of the vertices. On the other hand, $\left[\mathrm{V}_{\mathrm{n}-1}, \mathrm{~V}_{\mathrm{n}-2}\right.$, $\ldots, \mathrm{V}_{0}$ ] represents a distinct polygon which is said to arise from P by reversing the orientation. Coincidences among vertices of polygons P are not excluded by the definition. In particular all vertices of $P$ may coincide, in which case $P$ is called a


Figure N1.1. Notation for polygons and rooted polygons.
point $n$-gon or point polygon, and if all the vertices lie at the origin of the coordinate system, P is called a zero n-gon or zero polygon. The set of all n -gons in the k -dimensional space $\mathbb{E}^{\mathrm{k}}$ will be denoted by $\mathscr{T}(\mathrm{n} ; \mathrm{k})$. Since most of our discussion concerns the case $\mathrm{k}=2$, we shall frequently use the simpler notation $\mathscr{P}(\mathrm{n})$ for $\mathscr{O}(\mathrm{n} ; 2)$.

Upper case letters X, Y, A, B, V,. . ., with or without subscripts, will be used for points of $\mathbb{E}^{k}$ and the corresponding lower case letters $x, y, a, b, v, \ldots$, for their position vectors relative to some arbitrarily chosen origin O. Also, we shall use outline characters for vector spaces and affine spaces, and script characters for sets that are not necessarily vector spaces. The distance between two points A, B will be denoted by $|\mathrm{AB}|=\mathrm{l}_{\mathrm{a}}-\mathrm{b} \mid$. The centroid of the polygon $\mathrm{P}=\left[\mathrm{V}_{0}, \ldots, \mathrm{~V}_{\mathrm{n}-1}\right]$, is the point $W$ such that $w=\frac{1}{n} \sum_{j=0}^{n-1} v_{j}$. For some purposes it is convenient to restrict attention to polygons whose centroids coincide with the origin; by slight abuse of language we shall say that they are centered at the origin. The set of such n-gons will be denoted by $\mathscr{O}$ $\mathrm{O}(\mathrm{n} ; \mathrm{k})$, and superscripts will be used with similar meanings in analogous situations.

Although a polygon is unchanged by cyclic permutation of its vertices, for the algebraic approach we follow here it is necessary to distinguish one vertex (the leading or root vertex); In other words, the objects we shall be working with are pairs consisting of a polygon and one of its vertices. If $\mathrm{V}_{0}$ is the root vertex of the polygon P we write $\overline{\mathrm{P}}=\left[\overline{\mathrm{V}}_{0}, \mathrm{~V}_{1}, \ldots \mathrm{~V}_{\mathrm{n}-1}\right]$, and we associate with this rooted n -gon in $\mathbb{E}^{\mathrm{k}}$ the $\mathrm{n} x \mathrm{k}$ matrix (or, more conveniently, the column n -vector whose elements are row k vectors),

$$
\mathbf{v}=\left[\begin{array}{c}
\mathrm{v}_{0} \\
\cdot \\
\cdot \\
\cdot \\
\mathrm{v}_{\mathrm{n}-1}
\end{array}\right]=\left[\mathrm{v}_{0}, \ldots, \mathrm{v}_{\mathrm{n}-1}\right]^{\mathrm{T}}
$$

Thus each n-gon P corresponds, according to the choice of the root, to n rooted polygons $\overline{\mathrm{P}}$, each of which leads to a column vector $\mathbf{v}$, the n rows of which are the position vectors of the vertices of P . Except for very special cases (such as when P is a point polygon), these n rooted polygons are distinct. Unless otherwise stated, the root vertex will be denoted by $\mathrm{V}_{0}$. Of fundamental importance is the linear space (vector space) $\mathbb{V}(n ; k)$ of dimension $n k$ of all such vectors; it is obviously isomorphic to $\mathscr{P}^{n k}$. Following the earlier convention, we write $\mathbb{V}(n)$ instead of $\mathbb{V}(n ; 2)$.

The fundamental operations of the vector space $](n ; k)$, namely vector sum and scalar multiplication by reals, correspond to operations on the rooted polygons: $\mathbf{v}+\mathbf{w}$ represents the vertex sum $\overline{\mathrm{P}}+\overline{\mathrm{Q}}$ of the rooted n-gons $\overline{\mathrm{P}}$ and $\overline{\mathrm{Q}}$ represented by $\mathbf{v}$ and $\mathbf{w}$, each vertex of $\overline{\mathrm{P}}+\overline{\mathrm{Q}}$ being the vector sum of the corresponding vertices of the two summand polygons; also, $\lambda \mathbf{v}$ represents the scalar multiple $\lambda \overline{\mathrm{P}}$ of $\overline{\mathrm{P}}$ by the real number $\lambda$. These operations are illustrated in Figure N1.2.

Note that the operation of vertex addition of rooted polygons is quite distinct from other methods of adding polygons (such as Minkowski addition and Blaschke addition) to be found in the classical literature of convex sets. In particular, it does not operate among polygons that are not rooted, and different rootings of the same polygons result in general in different vertex sums (see Figure N1.3).

We shall write $\mathbb{V O}(n ; k)$ for the vector space corresponding to rooted $n$-gons in $\mathbb{E}^{k}$ that are centered at the origin $O ; \mathbb{V}(n ; k)$ is a vector subspace of $\mathbb{V}(n ; k)$ of dimension $(n-1) k$. If $X$ is any point then $\mathbb{V} X(n ; k)$ (corresponding to rooted $n$-gons in $\mathbb{E}^{\mathrm{k}}$ whose centers coincide with the point X ) is an affine subspace of $\mathbb{V}(\mathrm{n} ; \mathrm{k})$, that is, a translation of $\mathbb{V O}(n ; k)$ that contains the point polygon $X$.

Most of the discussion is devoted to the case $\mathrm{k}=2$. In particular, until further mention, all discussions will be restricted to polygons in the plane, that is, to elements of $\mathscr{P}(\mathrm{n})$.

Let $\mathrm{n} \geq 3$ and $0 \leq \mathrm{d}<\mathrm{n}$ be integers; the standard regular ( $\mathrm{n} / \mathrm{d}$ )-gon is the polygon $R=R_{n, d}=\left[V_{0}, \ldots, V_{n-1}\right]$ in the plane $\mathbb{E}^{2}$, with vertices given by $\mathrm{v}_{\mathrm{j}}=$ $(\cos j \theta, \sin j \theta)$, where $\theta=2 \pi d / n$ and $j=0, \ldots, n-1$. Each such regular polygon has
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P

Figure N1.2. Illustrations of the vertex sum and scalar multiplication of rooted polygons. Here $\bar{S}=\overline{\mathrm{P}}+\overline{\mathrm{Q}}$, and $\overline{\mathrm{T}}=-2 \overline{\mathrm{P}}$.
an orientation specified by the order of its vertices; if $0<d<\frac{1}{2} n$ and $e=n-d$, then the standard regular ( $\mathrm{n} / \mathrm{d}$ )-gon and standard regular ( $\mathrm{n} / \mathrm{e}$ )-gon have the same vertices and the same root vertex $\mathrm{V}_{0}$; they differ only in that their edges are oppositely directed, hence they have opposite orientations. Except when $\mathrm{d}=0$, all the standard regular ( $n / d$ )-gons $R_{n, d}$ are centered at the origin. In Figure $N 1.4$ we show the examples of all standard regular n -gons with $\mathrm{n} \leq 6$.

It is traditional to specify that for regular polygons d and n must be coprime, so the vertices of the ( $\mathrm{n} / \mathrm{d}$ )-gon are all distinct. In the present context it is absolutely essential that we do not make this restriction; in a later section I'll discuss in more details the rôle and influence of the traditional restriction.

As is easily verified, if $\mathrm{d} \neq 0$ and $\mathrm{h}=\operatorname{HCF}(\mathrm{n}, \mathrm{d})$ is the highest common factor of $n$ and d, then the vertices of a standard regular ( $n / d$ )-gon coincide in $n / h$ sets, each consisting of $h$ vertices; the positions of each set coincide with the vertices of a regu$\operatorname{lar}\left(\frac{n}{h} / \frac{d}{h}\right)$-gon. For every $n, R_{n, 0}$ is a point polygon. The polygon $R_{n, 1}$ is simple, that is, its edges are disjoint except at the vertices; thus a regular ( $\mathrm{n} / 1$ )-gon is the familiar regular convex n-gon of elementary geometry, which we take as oriented in a positive (counterclockwise) direction. Similarly, a regular (n/(n-1))-gon is a simple, convex


Figure N1.3. Different choices of roots lead to different vertex sums.
polygon oriented in a negative (clockwise) direction. If $1<d<n-1$ then $R_{n, d}$ is a regular star polygon; the most familiar example is the regular (5/2)-gon or pentagram. If $\mathrm{n}=2 \mathrm{~m}$ is even, the regular ( $\mathrm{n} / \mathrm{m}$ )-gon "degenerates" into n coincident line segments (the edges); their common endpoints (the vertices) are repeated $m$ times each.


\{6/0\}



\{6/5\}

Figure N1.4. The four standard regular quadrangles. The origin is indicated by the hollow dot, and a numeral j stands for the vertex $\mathrm{V}_{\mathrm{j}}$. As an additional means of indicating the root of the polygon and the orientation, in many of the following diagrams the root vertex is indicated by the largest solid dot, the next vertex by an inter-mediate-sized dot, and all the other vertices by small dots. As an alternative, the root vertex is indicated by a large dot and the orientation is shown by one or more arrows on or along the edges.

A (general) regular ( $\mathrm{n} / \mathrm{d}$ )-gon is the image of a standard regular ( $\mathrm{n} / \mathrm{d}$ )-gon $\mathrm{R}_{\mathrm{n}, \mathrm{d}}$ under a similarity, that is, an isometry followed by a change of scale with positive ratio.

The set of all regular rooted $(\mathrm{n} / \mathrm{d})$-gons in $\mathbb{E}^{2}$ is denoted by $\mathscr{R}(\mathrm{n} / \mathrm{d})$, and, in accordance with our convention, the set of all such polygons which are centered at X is denoted by $\mathscr{R}^{\mathrm{X}}(\mathrm{n} / \mathrm{d})$.

For each $d$ such that $0 \leq d<n$, let the set of vectors in $\mathbb{V}(n)$ corresponding to the rooted regular n -gons $\mathscr{R}^{\mathrm{O}}(\mathrm{n} / \mathrm{d})$ centered at O be denoted by $\mathbb{W}^{\mathrm{O}}(\mathrm{n} / \mathrm{d})$.

Theorem N1.1. If $0 \leq d<n$, then the set $\mathbb{W}^{O}(n / d)$ is a vector subspace of $\mathbb{V O}^{O}(n)$ and therefore also of $\mathbb{V}(\mathrm{n})$; its dimension is 2 .

Proof. By elementary geometry it is clear that every linear combination (in $\mathbb{V}(n)$ ) of rooted regular ( $\mathrm{n} / \mathrm{d}$ )-gons is again a rooted regular ( $\mathrm{n} / \mathrm{d}$ )-gon, see Figure N1.5; hence $W^{O}(n / d)$ is a vector space. To see that it is 2-dimensional, we consider two possibilities.

If $d=0$, a centered regular ( $n / 0$ )-gon is uniquely determined by its root vertex, which can be any point of the plane; hence the vector space $\mathbb{W}^{O}(n / 0)$ is 2-dimensional.

If $d>0$, to obtain an arbitrary (non-trivial) rooted regular ( $\mathrm{n} / \mathrm{d}$ )-gon centered at the origin from the standard regular ( $\mathrm{n} / \mathrm{d}$ )-gon, we need only rotate the latter through a suitable angle $d$ and magnify it by factor $a>0$. Hence,


Figure N1.5. The sum of two rooted regular $\{5 / 1\}$-gons is itself a rooted regular $\{5 / 1\}$-gon. Note that the resulting polygon depends on the choice of roots.
writing $\theta=2 \pi \mathrm{~d} / \mathrm{n}$, this polygon $\overline{\mathrm{R}}(\mathrm{n} / \mathrm{d})=\left[\mathrm{V}_{0}, \mathrm{~V}_{1}, \ldots \mathrm{~V}_{\mathrm{n}-1}\right]$ has vertices, for $\mathrm{j}=0$, ... n-1,

$$
\begin{aligned}
\mathrm{v}_{\mathrm{j}} & =(\mathrm{a} \cos (\mathrm{j} \theta+\delta), \mathrm{a} \sin (\mathrm{j} \theta+\delta)) \\
& =\mathrm{a}(\cos \delta)(\cos j \theta, \sin \mathrm{j} \theta)+\mathrm{a}(\sin \delta)(-\sin \mathrm{j} \theta, \cos \mathrm{j} \theta) .
\end{aligned}
$$

Writing $\mathbf{v}_{i}^{(d)}=\left(v^{(d)} 0, i, \ldots, v_{n-1, i}^{(d)} \quad\right)$ for $\mathrm{i}=1,2$, where

$$
v^{(d)} j, 1=(\cos j \theta, \sin j \theta), \quad v^{(d)} j, 2=(-\sin j \theta, \cos j \theta)
$$

and $\mathrm{b}, \mathrm{c}$ for the arbitrary real numbers $\mathrm{a} \cos \delta$, $\mathrm{a} \sin \delta$, respectively, every vector of $W^{O}(n / d)$ can be written in the form

$$
\begin{equation*}
\mathrm{b} \mathbf{v}_{1}^{(\mathrm{d})}+\mathrm{c} \mathrm{v}_{2}^{(\mathrm{d})} \tag{1}
\end{equation*}
$$

(d) and $\mathbf{v}^{(\mathrm{d})}$ are clearly linearly independent, we deduce that $\left\{\mathbf{v}_{1}^{(\mathrm{d})} \mathbf{v}_{2}^{(\mathrm{d})}\right.$

Since $\mathbf{v}_{1}$ and $\mathbf{v}_{2}$ are clearly linearly independent, we deduce that $\left\{\mathbf{v}_{1}, \mathbf{v}_{2}\right\}$ forms a basis of $\mathbb{W}^{O}(\mathrm{n} / \mathrm{d})$, which is therefore of dimension 2 . It is easily checked that the same expression, taken for $\mathrm{d}=0$, yields a basis for $\mathbb{W}^{\mathrm{O}}(\mathrm{n} / 0)$.

The polygons $\mathbf{v}_{1}^{(1)}$ and $\mathbf{v}_{2}^{(1)}$ for $\mathrm{n}=5$ and $\mathrm{d}=1$ are shown in Figure N1.6.
By elementary linear algebra, much more is true: Since the $n$ subspaces $W^{O}(n / d)(d=0,1, \ldots, n-1)$, have no common elements except the origin, and since each has dimension 2, they span the $(2 n)$-dimensional space $\mathbb{V}(n)$ and the 2 n vectors $\mathbf{v}_{1}^{(\mathrm{d})}, \mathbf{v}_{2}^{(\mathrm{d})}(\mathrm{d}=0,1, \ldots, \mathrm{n}-1)$ form a basis of $\mathbb{V}(\mathrm{n})$. In fact, we shall establish a much stronger and more useful result; for this we need a definition.


Figure N1.6. The two polygons that form an orthogonal basis of the space $\mathbb{W}^{\mathrm{O}}(5 / 1)$. (1) (1)

They correspond to the vectors $\mathbf{v}_{1}, \mathbf{v}_{2}$ specified in the text.

Let $\mathbf{v}=\left[\mathrm{v}_{0}, \ldots, \mathrm{v}_{\mathrm{n}-1}\right]$ and $\mathbf{w}=\left[\mathrm{w}_{0}, \ldots, \mathrm{w}_{\mathrm{n}-1}\right]$ be vectors in $\mathbb{V}(\mathrm{n})$. Then we can define an inner product $<,>$ in $\mathbb{V}(n)$, by

$$
\langle\mathbf{v}, \mathbf{w}\rangle=\mathrm{v}_{0} \cdot \mathrm{w}_{0}+\mathrm{v}_{1} \cdot \mathrm{w}_{1}+\ldots+\mathrm{v}_{\mathrm{n}-1} \cdot \mathrm{w}_{\mathrm{n}-1}
$$

where terms on the right are the standard inner products $a \cdot b=a_{1} b_{1}+a_{2} b_{2}$ in the plane. It is trivial to check that $\langle\mathbf{v}, \mathbf{w}\rangle$ satisfies all the requirements for inner products, so that $\mathbb{V}(\mathrm{n})$ is an inner product space. We have:

Theorem N1.2. The set of 2 n vectors $\mathbf{v}_{1}^{(\mathrm{d})}, \mathbf{v}_{2}^{(\mathrm{d})}(\mathrm{d}=0,1, \ldots, \mathrm{n}-1)$ specified above is an orthogonal basis of the inner product space $\mathbb{V}(\mathrm{n})$. In fact, if scaled by $1 / \sqrt{n}$ these vectors form an orthonormal basis of $\mathbb{V}(n)$.

Proof. By standard trigonometric identities, it follows that for all $\mathrm{d}_{1}, \mathrm{~d}_{2}$, with $\theta_{1}=2 \pi d_{1} / \mathrm{n}$ and $\theta_{2}=2 \pi \mathrm{~d}_{2} / \mathrm{n}$,

$$
\begin{aligned}
&<\mathbf{v}_{1}^{\left(d_{1}\right)}, \mathbf{v}_{2}^{\left(d_{2}\right)}>\left.=\sum_{\substack{n-1 \\
j=0}}=\left(\cos j \theta_{1}\right)\left(-\sin j \theta_{2}\right)+\left(\sin j \theta_{1}\right)\left(\cos j \theta_{2}\right)\right] \\
& j=0 \\
&\left.<\mathbf{v}_{1}^{\left(d_{1}\right)}, \mathbf{v}_{1}^{\left(d_{2}\right)} \gg=\sum_{\substack{n-1 \\
j=0}}^{\left.n-\theta_{2}\right)=0 .}\left[\left(\cos j \theta_{1}\right)\left(\cos j \theta_{2}\right)+\left(\sin j \theta_{1}\right)\left(\sin j \theta_{2}\right)\right)\right] \\
&=\sum_{j=0}^{n-1} \cos j\left(\theta_{1}-\theta_{2}\right)= \begin{cases}0 & \text { if } d_{1} \neq d_{2} \\
n & \text { if } d_{1}=d_{2}\end{cases}
\end{aligned}
$$

and

$$
\begin{aligned}
<\mathbf{v}_{2}^{\left(d_{1}\right)}, \mathbf{v}_{2}^{\left(d_{2}\right)}> & =\sum_{j=0}^{n-1}\left[\left(-\sin j \theta_{1}\right)\left(-\sin j \theta_{2}\right)+\left(\cos j \theta_{1}\right)\left(\cos j \theta_{2}\right)\right] \\
& =\sum \underset{j=0}{n-1} \cos j\left(\theta_{1}-\theta_{2}\right)=\left\{\begin{array}{ll}
0 & \text { if } d_{1} \neq d_{2} \\
n & \text { if } d_{1}=d_{2}
\end{array} . \diamond\right.
\end{aligned}
$$

We note that Theorem N1.2 implies, in particular, that for $d=0,1, \ldots, n-1$, the set $\left\{\mathbf{v}_{1}^{(d)}, \mathbf{v}_{2}^{(d)}\right\}$ is an orthogonal basis of $W_{O}(n / d)$. Also, the subspaces $W^{O}(n / 0)$, $\mathbb{W}^{\mathrm{O}}(\mathrm{n} / 1), \ldots, \mathbb{W} \mathrm{O}(\mathrm{n} /(\mathrm{n}-1))$ are mutually orthogonal, and $\mathbb{V}(\mathrm{n})$ is their direct sum,

$$
\begin{equation*}
\mathbb{W}^{0}(\mathrm{n})=\mathbb{W}^{0}(\mathrm{n} / 0) \oplus \mathbb{W}^{0}(\mathrm{n} / 1) \oplus \ldots \oplus \mathbb{W}^{0}(\mathrm{n} /(\mathrm{n}-1)) . \tag{2}
\end{equation*}
$$

Therefore each $\mathbf{v} \in \mathbb{V}(n)$ can be written uniquely in the form

$$
\begin{equation*}
\mathbf{v}=\mathbf{w}_{0}+\mathbf{w}_{1}+\ldots+\mathbf{w}_{\mathrm{n}-1} \tag{3}
\end{equation*}
$$

where $\mathbf{w}_{\mathrm{d}} \in \mathbb{W}^{0}(\mathrm{n} / \mathrm{d})$ for $\mathrm{d}=0,1, \ldots, \mathrm{n}-1$. In the notation of rooted polygons, this becomes

$$
\begin{equation*}
\overline{\mathrm{P}}=\overline{\mathrm{R}} \mathrm{O}(\mathrm{n} / 0)+\overline{\mathrm{R}} \mathrm{O}(\mathrm{n} / 1)+\ldots+\overline{\mathrm{R}} \mathrm{O}(\mathrm{n} / \mathrm{n}-1) \tag{4}
\end{equation*}
$$

and the representation is uniquely determined.

The polygons $\overline{\mathrm{R}} \mathrm{O}(\mathrm{n} / \mathrm{d}), \mathrm{d}=1,2, \ldots, \mathrm{n}-1$ in (4) are called the regular components of $\overline{\mathrm{P}}$. The expression (4) for an arbitrary n -gon in terms of its regular components is analogous to that of an arbitrary periodic function as a Fourier series. As we shall see, this leads to a powerful method for investigating n -gons.

From the general theory of inner product spaces it follows that each $\mathbf{w}_{\mathrm{d}}$ in (3) is the orthogonal projection of $\mathbf{v} \in \mathbb{V}^{\mathrm{O}}(\mathrm{n})$ onto $\mathbb{W}^{\mathrm{O}}(\mathrm{n} / \mathrm{d})$. Hence

Corollary N1.1. If $\mathbf{v}$ is the vector representing the rooted n -gon P , the vector $\mathbf{w}_{\mathrm{d}}$ of the regular component $\overline{\mathrm{R}} \mathrm{O}(\mathrm{n} / \mathrm{d})$ ) of $\overline{\mathrm{P}}$ is given by

$$
\mathbf{w}_{\mathrm{d}}=\frac{1}{\mathrm{n}}<\mathbf{v}, \mathbf{v}_{1}^{(\mathrm{d})}>\mathbf{v}_{1}^{(\mathrm{d})}+\frac{1}{\mathrm{n}}<\mathbf{v}, \mathbf{v}_{2}^{(\mathrm{d})}>\mathbf{v}_{2}^{(\mathrm{d})} .
$$

Therefore

$$
\mathbf{v}=\sum_{d=1}^{\mathrm{n}-1} \mathbf{w}_{\mathrm{d}}=\sum_{d=1}^{\mathrm{n}-1}\left(\frac{1}{\mathrm{n}}<\mathbf{v}, \mathbf{v}_{1}^{(\mathrm{d})}>\mathbf{v}_{1}^{(\mathrm{d})}+\frac{1}{\mathrm{n}}<\mathbf{v}, \mathbf{v}_{2}^{(\mathrm{d})}>\mathbf{v}_{2}^{(\mathrm{d})}\right)
$$

Moreover, each of the regular components $\mathrm{R}^{0}(\mathrm{n} / \mathrm{d})$ of P is the best possible approximation to P amongst all the polygons in $\mathscr{R}^{0}(\mathrm{n} / \mathrm{d})$, in the sense of the metric induced by the inner product.

Some illustrations of this corollary are shown in Figure N1.7.
In the nest section we shall consider an analogous development, dealing with affinely regular polygons.


Figure N1.7. The regular components of an $n$-gon P . The dots of various sizes indicate not only the orientation of the polygons, but also the vertices of the regular components which add up to the vertex of P represented by the same kind of dot. The hollow dot indicates the origin.

## N2. Affinely Regular Polygons

In this section we shall explore a setup parallel to the one we dealt with in Section N1. The previous one was essentially Euclidean, while the present topic belongs essentially to affine geometry. We shall find affine analogues to the Euclidean results, and see how they relate to each other. We shall also see one generalization of Napoleon's theorem and a related fact.

An affine transformation $\alpha$ in $\mathbb{E}^{k}$ is a mapping $X \rightarrow \lambda(X)+t$, where $\lambda$ is a linear transformation and $t$ is a translation vector. Affine geometry is concerned with properties of figures which are preserved under affine transformations. Affine transformations preserve parallelism and ratios of lengths in parallel directions; they do not, in general, preserve lengths, angles or orientations. An affinely regular (n/d)-gon is the image of a regular ( $\mathrm{n} / \mathrm{d}$ )-gon under an affine transformation $\alpha$ (see Figure N2.1). The family of all affinely regular (n/d)-gons will be denoted by $(\mathrm{n} / \mathrm{d})$. Clearly, every triangle is an affinely regular (3/1)-gon, and parallelograms are affinely regular (4/1)-gons.

Notice that the affine transformation $\alpha$ may be singular (that is, the linear transformation $\lambda$ may be singular), in which case the vertices of the resulting affinely regular polygon may be collinear, or the polygon may be a point polygon. In either case we shall say that the affinely regular polygon is degenerate.

It may seem strange that although affine geometry is more general than Euclidean geometry, we defined "affinely regular polygons" in terms of regular polygons which are essentially Euclidean. This is the traditional approach; in the next section we shall present a purely affine characterization of affinely regular polygons, which will enable us to work entirely within the framework of affine geometry.

Since an affine transformation may reverse the orientation of a polygon, the sets $\mathscr{S}(\mathrm{n} / \mathrm{d})$ and $(\mathrm{n} /(\mathrm{n}-\mathrm{d}))$ coincide. Hence, when considering affinely regular ( $\mathrm{n} / \mathrm{d}$ )gons there is no loss of generality in restricting $d$ to the values $0 \leq d \leq m=[n / 2]$. For each such $d$, the set of vectors in $\mathbb{V}(n)$ that correspond to the rooted affinely regular $(\mathrm{n} / \mathrm{d})$-gons $\overline{\mathrm{A}}^{\mathrm{O}}(\mathrm{n} / \mathrm{d}) \in \mathscr{A}(\mathrm{n} / \mathrm{d})$ centered at O will be denoted by $\mathbb{U}^{\mathrm{O}}(\mathrm{n} / \mathrm{d})$.

The analogue of Theorem N1.1 for affinely regular polygons is the following:
Theorem N2.1. The set $\mathbb{U O}(n / d)$ is a vector subspace of $\mathbb{V O}(n)$ and therefore also of $\mathbb{V}(\mathrm{n})$. Its dimension is 4 , except that the dimension is 2 when $\mathrm{d}=0$ or when n is even and $\mathrm{d}=\mathrm{n} / 2$.

Proof. Using the notation from Section N1, each vector of $\mathbb{W}^{0}(\mathrm{n} / \mathrm{d})$ can be written in the form $\mathrm{b} \mathbf{v}_{1}^{(\mathrm{d})}+\mathrm{c} \mathbf{v}_{2}^{(\mathrm{d})}$. Hence, applying the linear transformation $\lambda$, each non-zero vector $u^{(d)}$ of $\mathbb{U}^{0}(n / d)$ can be written as

$$
\mathbf{u}^{(\mathrm{d})}=\lambda\left(\mathrm{b} \mathbf{v}_{1}^{(\mathrm{d})}+\mathrm{c}_{\mathbf{v}}^{2}{ }_{2}^{(\mathrm{d})}\right)
$$



Figure N2.1. Examples of affinely regular pentagons and heptagons. In each row, the first polygon is regular. The first polygon in each row is regular and those following are affine images of it. They therefore belong to $\mathscr{S}(5 / 1), \mathscr{( 5 / 2 ) , ~}(x 7), \mathscr{( x / 2 )}$ and S(7/3), respectively.

Since linear combinations of linear transformations are linear transformations, $\mathbb{U}(\mathrm{n} / \mathrm{d})$ is a vector space. The component vectors of $\mathbf{u}^{(d)}$ are, for $\mathrm{j}=0, \ldots, \mathrm{n}-1$,

$$
u_{j}^{(d)}=\lambda(b(\cos j \theta, \sin j \theta)+c(-\sin j \theta, \cos j \theta))
$$

where $\theta=2 \pi d / n$. If the linear transformation $\lambda$ is represented by the matrix $\left[\begin{array}{c}p q \\ r\end{array}\right]$, this may be written as

$$
\begin{align*}
\mathrm{u}_{\mathrm{j}}^{(\mathrm{d})}=(\mathrm{bp}-\mathrm{cq}+ & +\mathrm{cr}+\mathrm{bs})(\cos j \theta, \sin j \theta)  \tag{1}\\
& +(\mathrm{cp}+\mathrm{bq}-\mathrm{br}+\mathrm{cs})(-\sin j \theta, \cos j \theta) \\
& +(\mathrm{bp}+\mathrm{cq}+\mathrm{cr}-\mathrm{bs})(\cos j \theta,-\sin j \theta) \\
& +(\mathrm{cp}-\mathrm{bq}-\mathrm{br}-\mathrm{cs})(-\sin j \theta,-\cos j \theta) .
\end{align*}
$$

Since $b$ and c are not both zero,

$$
\operatorname{det}\left[\begin{array}{cccc}
b & -c & c & b \\
c & b & -b & c \\
b & c & c & -b \\
c & -b & -b & -c
\end{array}\right]=\left(b^{2}+c^{2}\right)^{2} \neq 0,
$$

so that, by suitable choice of values for $\mathrm{p}, \mathrm{q}, \mathrm{r}, \mathrm{s}$ in the matrix, the coefficients in (5) can take any real values. We deduce that $\mathbb{U}^{\mathrm{O}}(\mathrm{n} / \mathrm{d})$ is spanned by the vectors $\mathbf{u}_{1}^{(\mathrm{d})}, \mathbf{u}_{2}^{(\mathrm{d})}$, $\mathbf{u}_{3}^{(d)}, \mathbf{u}_{4}^{(d)}$, where $\mathbf{u}_{i}^{(d)}=\left(u_{0, i}^{(d)}, \ldots u_{n-1, i}^{(d)} \quad\right.$ ) for $i=1,2,3,4$, and

$$
\begin{aligned}
& u_{j, 1}^{(d)}=(\cos j \theta, \sin j \theta) \\
& u_{j}^{(d)} \\
& u_{j, 2}=(-\sin j \theta, \cos j \theta) \\
& u_{j, 3}^{(d)}=(\cos j \theta,-\sin j \theta) \\
& u_{j}(d)=(-\sin j \theta,-\cos j \theta) .
\end{aligned}
$$

It is easy to see that, except when $\mathrm{d}=0$ or $\mathrm{n}=2 \mathrm{~d}$, these four vectors are linearly independent since they coincide with four vectors of the orthogonal basis of $\mathbb{V}(\mathrm{n})$ defined in Theorem 2. Hence the dimension of $\mathbb{U O}(\mathrm{n} / \mathrm{d})$ is 4 . If $\mathrm{d}=0$ or if $\mathrm{n}=2 \mathrm{~d}$, then $\mathbf{u}_{1}^{(d)}= \pm \mathbf{u}_{3}^{(d)}$ and $\mathbf{u}_{2}^{(d)}= \pm \mathbf{u}_{4}^{(d)}$; the dimension of $\mathbb{U}^{\mathrm{O}}(\mathrm{n} / \mathrm{d})$ in these cases is $2 . \diamond$

Moreover, we obviously have:

Corollary N2.1. If $n \neq 2 d$, then

$$
\mathbb{U}^{\mathrm{O}}(\mathrm{n} / \mathrm{d})=\mathbb{W} \mathrm{O}(\mathrm{n} / \mathrm{d}) \oplus \mathbb{W} \mathrm{O}(\mathrm{n} /(\mathrm{n}-\mathrm{d}))
$$

and hence, for all $n$ and $d$, we have

$$
\mathbb{V}(\mathrm{n} / \mathrm{d})=\mathbb{U}^{\mathrm{O}}(\mathrm{n} / 0) \oplus \mathbb{U}^{\mathrm{O}}(\mathrm{n} / 1) \oplus \mathbb{U}^{\mathrm{O}}(\mathrm{n} / 2) \oplus \ldots \oplus \mathbb{U}^{\mathrm{O}}(\mathrm{n} / \mathrm{m})
$$

where $m=[n / 2]$.

Theorem N2.1 and its corollary also have geometric interpretations. From the first statement of Corollary N2.1 we have

Corollary N2.2. Every rooted affinely regular ( $\mathrm{n} / \mathrm{d}$ )-gon $\overline{\mathrm{Q}} \in \mathscr{S}(\mathrm{n} / \mathrm{d})$ which is not a point polygon can be represented uniquely as the vertex sum $\overline{\mathrm{R}}_{1}+\overline{\mathrm{R}}_{2}$ where $\overline{\mathrm{R}}_{1} \in$ $\mathscr{R}(\mathrm{n} / \mathrm{d})$ and $\overline{\mathrm{R}}_{2} \in \mathscr{R}(\mathrm{n} /(\mathrm{n}-\mathrm{d}))$ are regular polygons with the same center as $\overline{\mathrm{Q}}$. Conversely, if $\overline{\mathrm{R}}_{1} \in \mathscr{R}(\mathrm{n} / \mathrm{d})$ and $\overline{\mathrm{R}}_{2} \in \mathscr{R}(\mathrm{n} /(\mathrm{n}-\mathrm{d}))$ then $\overline{\mathrm{R}}_{1}+\overline{\mathrm{R}}_{2}$ is an affinely regular ( $\mathrm{n} / \mathrm{d}$ )-gon.

It is interesting to compare the above algebraic proof with the same result established by geometry. Since a regular polygon is inscribed in a circle and the image of a circle under an affine transformation is an ellipse or line segment or point, it follows that every non-degenerate affinely regular polygon is inscribed in an ellipse. Moreover, since the center of a polygon is mapped by any affine transformation into the vertex centroid of the image polygon, the circumscribed ellipse of a non-degenerate affinely regular polygon is centered at the vertex centroid of that polygon.


Figure N2.2. The construction, explained in the text, of two regular polygons whose vertex sum is the given affinely regular polygon.

Let E be the ellipse (or segment) into which Q is inscribed, which was obtained as the image of the circle circumscribing the regular polygon whose affine image is Q . Without loss of generality we assume that the origin O is the center of Q (and of E ), and that the major axis of E is along the x -axis, see Figure N 2.2 . Let a and $\mathrm{b} \leq \mathrm{a}$ be the lengths of the two semi-axes of E . If C is a circle centered at O , with radius $a$, then there exists a regular polygon $R \in\rceil(n / d)$ inscribed in $C$ such that the images of its vertices under orthogonal projection onto the $x$-axis coincide with the images of the vertices of $Q$, see Figure N2.2(i). Thus $Q$ is obtained from $R$ by the affine transformation in which each x coordinate is left unchanged and each y coordinate is multiplied by $b / a$. From this it is immediate that if we put $R_{1}=\frac{a+b}{2 a} R$ and $R_{2}=\frac{a-b}{2 a}$ $R^{\prime}$, where $R^{\prime}$ is obtained from $R$ by reflection in the $x$-axis (so that $\left.R^{\prime} \in\right\rceil(n /(n-d))$ ), then $\overline{\mathrm{Q}}=\overline{\mathrm{R}}_{1}+\overline{\mathrm{R}}_{2}$ see Figure $\mathrm{N} 2.2(\mathrm{ii})$. Since the uniqueness is obvious, this completes the geometric proof of Corollary N2.2. Naturally, if $\mathrm{Q}=\mathrm{R}_{1}$ is itself a regular ( $\mathrm{n} / \mathrm{d}$ )-gon, then $R_{2}$ is the zero polygon.

The second statement of the Corollary N 2.1 has a similar interpretation to that given above for regular polygons:

Corollary N2.3. Every rooted n-gon $\overline{\mathrm{P}} \mathrm{O}$ centered at the origin can be expressed uniquely as the vertex sum of $m=[n / 2]$ affinely regular polygons centered at the origin,

$$
\begin{equation*}
\overline{\mathrm{P}} \mathrm{O}=\overline{\mathrm{A}} \mathrm{O}(\mathrm{n} / 1)+\overline{\mathrm{A}} \mathrm{O}(\mathrm{n} / 2)+\ldots+\overline{\mathrm{A}} \mathrm{O}(\mathrm{n} / \mathrm{m}) . \tag{2}
\end{equation*}
$$

In fact, using the notation of Corollary 2.1 we have

$$
\overline{\mathrm{A}} \mathrm{O}(\mathrm{n} / \mathrm{d})=\overline{\mathrm{R}} \mathrm{O}(\mathrm{n} / \mathrm{d})+\overline{\mathrm{R}} \mathrm{O}(\mathrm{n} / \mathrm{n}-\mathrm{d}) \text { for } 1 \leq \mathrm{d}<\mathrm{m}
$$

and

$$
\overline{\mathrm{A}}^{\mathrm{O}}(\mathrm{n} / \mathrm{m})=\overline{\mathrm{R}} \mathrm{O}(\mathrm{n} / \mathrm{m}) \text { if } \mathrm{n}=2 \mathrm{~m} \text { is even. }
$$



Figure N2.3. The decomposition of a hexagon into a vertex sum of three affinely regular hexagons, illustrating Corollary 3.3. For clarity, the origin has been moved away from the center of the hexagon that is being decomposed.

An illustration of the first statement of this corollary is given in Figure N2.3. The [ $\mathrm{n} / 2$ ] polygons $\mathrm{A}^{\mathrm{O}}(\mathrm{n} / \mathrm{d})$ are called the affinely regular components of $\overline{\mathrm{P}} \mathrm{O}$. A statement analogous to that of Corollary N1.1 can also be made, expressing an arbitrary n-gon as a vertex sum of [ $\mathrm{n} / 2$ ] affinely regular n -gons and a point polygon. To simplify some of the later exposition, we introduce the following notation. If $0 \leq \mathrm{d} \leq[\mathrm{n} / 2]$, the affinely regular ( $n / d$ )-component of an $n$-gon $P$ will be denoted $\alpha_{n, d}(P)$. Analogously, for $0 \leq d<n$, the regular $(n / d)$-component of the $n$-gon $P$ will be denoted by $\beta_{n, d}(P)$.

It may be noted that in the representation (2) (as well as in (4) in Section N1) of an $n$-gon as the vertex sum of affinely regular (or regular) polygons, the signed area of the $n$-gon is equal to the sum of the signed areas of its affinely regular (or regular) components. To prove this we need the properties of regularizing vectors which will be developed in the next section.

We next discuss an affine characterization of affine-regular polygons, which is quite useful in several ways. It can be used, instead of the earlier arguments which relied on regular polygons and so were part of Euclidean geometry, for an affine proof of the fact that $\mathbb{U O}(\mathrm{n} / \mathrm{d})$, the set of all affinely regular ( $\mathrm{n} / \mathrm{d}$ )-gons centered at the origin, is a vector space.

Theorem N2.2. Let $\mathrm{P}=\left[\mathrm{V}_{0}, \mathrm{~V}_{1}, \ldots, \mathrm{~V}_{\mathrm{n}-1}\right]$ be an n -gon such that there exists a real number h with the property

$$
v_{i+2}-v_{i-1}=h\left(v_{i+1}-v_{i}\right) \text { for all } i=0,1, \ldots, n-1 .
$$

Then either
(i) P is a point polygon, or else
(ii) $\quad \mathrm{h}=\frac{\sin 3 \pi \mathrm{~d} / \mathrm{n}}{\sin \pi \mathrm{d} / \mathrm{n}}$ for some d with $1 \leq \mathrm{d} \leq \frac{\mathrm{n}}{2}$, and P is an affine-regular (n/d)-gon.

Proof. Let P be an n -gon with the above property. The dimension of the convex hull of P is 0,1 or 2 . If it is 0 , then P is a point polygon and there is nothing to prove. Otherwise, we first consider the case where the dimension is 2 . We assume that $n \geq 6$, in order to avoid tedious special cases that arise due to the fact that for smaller values of n some of the vertices of P mentioned in the proof may coincide. We also assume that $h \neq 0$. The proof proceed in several steps, illustrated in Figure N2.4.

We first consider the line $L_{0}$ through the midpoint $M_{0}$ of the edge $\left[V_{0}, V_{1}\right]$ and the midpoint $\mathrm{N}_{0}$ of the diagonal $\left[\mathrm{V}_{\mathrm{n}-1}, \mathrm{~V}_{2}\right]$ which is parallel to this edge. This is
illustrated in Figure N2.4(a). By applying - if necessary - a shear to P, we arrange that $L_{0}$ is perpendicular to $\left[V_{0}, V_{1}\right]$. Since shears are affine transformations, the ratios of the condition are unchanged; hence we henceforth assume that $\mathrm{L}_{0}$ is perpendicular to $\left[\mathrm{V}_{0}, \mathrm{~V}_{1}\right]$ for P itself.

With this assumption, the condition imposed in the theorem implies that the quadrangle [ $\mathrm{V}_{1}, \mathrm{~V}_{0}, \mathrm{~V}_{\mathrm{n}-1}, \mathrm{~V}_{\mathrm{n}-2}$ ] is congruent to the quadrangle [ $\mathrm{V}_{0}, \mathrm{~V}_{1}, \mathrm{~V}_{2}, \mathrm{~V}_{3}$ ] by reflection in $\mathrm{L}_{0}$, see Figure N2.4(b). We now apply a compression (or stretch) along $\mathrm{L}_{0}$, which leaves the line containing $\left[\mathrm{V}_{0}, \mathrm{~V}_{1}\right]$ invariant, and makes the line $\mathrm{L}_{1}$ determined by the midpoint $\mathrm{M}_{1}$ of $\left[\mathrm{V}_{1}, \mathrm{~V}_{2}\right]$ and the midpoint $\mathrm{N}_{1}$ of $\left[\mathrm{V}_{0}, \mathrm{~V}_{3}\right]$ perpendicular to $\left[\mathrm{V}_{1}, \mathrm{~V}_{2}\right]$. Such a transformation is always possible since, by the triangle inequality, $\mathrm{h} \leq 3$. Due to the mirror symmetry in $\mathrm{L}_{0}$, the same transformation makes the line $L_{n-1}$ determined by the midpoints $M_{n-1}$ and $N_{n-1}$ of $\left[V_{n-1}, V_{0}\right.$ ] and [ $\mathrm{V}_{\mathrm{n}-2}, \mathrm{~V}_{1}$ ] perpendicular to these segments. Since all the transformations we have applied are affine, again there is no loss of generality in assuming that P has the properties just mentioned, see Figure N2.4(c).

The three lines $\mathrm{L}_{\mathrm{n}-1}, \mathrm{~L}_{0}, \mathrm{~L}_{1}$ are concurrent at some point O . As these lines are perpendicular bisectors of the sides $\left[\mathrm{V}_{\mathrm{n}-1}, \mathrm{~V}_{0}\right],\left[\mathrm{V}_{0}, \mathrm{~V}_{1}\right],\left[\mathrm{V}_{1}, \mathrm{~V}_{2}\right]$ of P , the six vertices $\mathrm{V}_{\mathrm{n}-2}, \mathrm{~V}_{\mathrm{n}-1}, \mathrm{~V}_{0}, \mathrm{~V}_{1}, \mathrm{~V}_{2}, \mathrm{~V}_{3}$ are all concyclic on a circle C centered at O . In fact, since the ratio of $\left[\mathrm{V}_{0}, \mathrm{~V}_{3}\right]$ to $\left[\mathrm{V}_{1}, \mathrm{~V}_{2}\right]$ has the same value h as the ratio of $\left[\mathrm{V}_{\mathrm{n}-1}\right.$, $\left.\mathrm{V}_{2}\right]$ to $\left[\mathrm{V}_{0}, \mathrm{~V}_{1}\right]$, by elementary properties of the circle it follows that the edge $\left[\mathrm{V}_{1}, \mathrm{~V}_{2}\right]$ has the same length as $\left[\mathrm{V}_{0}, \mathrm{~V}_{1}\right]$.

Repeating the argument of the preceding paragraph for the line $L_{1}$ instead of $L_{0}$, we see that the vertex $\mathrm{V}_{4}$ is also on C , and, by congruence, the same follows for all other vertices of P . Since the chain of edges is finite, it must return to the starting vertex after a certain number $d$ of circuits around $C$. It is then immediate that the conclusion of the theorem holds, and our proof is complete.

Our next goal is a generalization of Napoleon's theorem, due to A. Barlotti. We need some vocabulary and a lemma.

Given a segment $[A, B]$, we say that a rooted $(\mathrm{n} / \mathrm{d})$-gon $\mathrm{P}=\left[\mathrm{V}_{0}, \ldots \mathrm{~V}_{\mathrm{n}-1}\right]$ is constructed over $[\mathrm{A}, \mathrm{B}]$ if $\mathrm{V}_{0}=\mathrm{B}$ and $\mathrm{V}_{1}=\mathrm{A}$.

Lemma N2.1. For all $n$ and $d$, if a rooted regular ( $n / d$ )-gon $P_{1}$ is constructed over a segment $[A, B]$ and a rooted regular $(n / d)$-gon $P_{2}$ is constructed over a segment [C,D], then the rooted regular $(\mathrm{n} / \mathrm{d})$-gon constructed over $[\mathrm{A}+\mathrm{C}, \mathrm{B}+\mathrm{D}]$ is $\mathrm{P}_{1}+\mathrm{P}_{2}$.

The lemma is illustrated in Figure N2.5. Its proof is immediate by using the similarity of the figures involved.

Theorem N2.3. (Napoleon-Barlotti) If $\mathrm{P}=[\mathrm{V} 0, \mathrm{~V} 1, \ldots, \mathrm{Vn}-1]$ is an oriented affinely regular ( $\mathrm{n} / \mathrm{d}$ )-gon, the centers of the regular ( $\mathrm{n} / \mathrm{d}$ )-gons constructed over the edges of P are the vertices of a regular $(\mathrm{n} / \mathrm{d})$-gon $\mathscr{B}(\mathrm{P})$, and the centers of the regular $(\mathrm{n} /(\mathrm{n}-\mathrm{d}))$ gons constructed over the edges of P are the vertices of a regular $(\mathrm{n} /(\mathrm{n}-\mathrm{d}))$-gon $\mathscr{B}^{*}(\mathrm{P})$.

Three illustrations of the Napoleon-Barlotti theorem are shown in Figure N2.6.

Proof. Let $P=\beta_{n, d}(P)+\beta_{n, n-d}(P)$ be the decomposition of $P$ into its regular components, given by Corollary N2.2. Then each edge of P is the vertex sum (= vector sum) of the corresponding edges of the two regular polygons $\mathrm{R}_{1}=\beta_{n, \mathrm{~d}}(\mathrm{P})$ and


Figure N2.4. Illustration of the arguments used in the proof of Theorem N2.2.
$R_{2}=\beta_{n, n-d}(P)$. By Lemma N2.1 the regular ( $\mathrm{n} / \mathrm{d}$ )-gons constructed over the edges of P are the vertex sums of the regular $(\mathrm{n} / \mathrm{d})$-gons constructed over the corresponding edges of $\mathrm{R}_{1}$ and $\mathrm{R}_{2}$; therefore their centers (the vertices of $\mathscr{B}(\mathrm{P})$ ) are (vector) sums of the centers of the latter polygons. However, the centers of the regular ( $\mathrm{n} / \mathrm{d}$ )-gons constructed over the edges of $R_{1}$ clearly form a regular ( $n / d$ )-gon, while the centers of the regular $(n / d)$-gons constructed over the edges of $R_{2}$ all coincide with the center of $R_{2}$, hence they form a point-polygon. Since the vertex sum of a regular ( $\mathrm{n} / \mathrm{d}$ )-gon and a pointpolygon is a regular ( $\mathrm{n} / \mathrm{d}$ )-gon, the assertion concerning $\mathscr{B}(\mathrm{P})$ is proved. A completely analogous reasoning establishes the validity of the second part of the theorem. $\diamond$

The above proof establishes, in fact, a stronger result: The polygon $\mathscr{B}(\mathrm{P})$ is obtained from the regular $(n / d)$ component $\beta_{n, d}(P)$ by a rotation through $\pi d / n$ and expansion by factor $2 \cos (\pi d / n)$, and the polygon $\mathscr{B}^{*}(\mathrm{P})$ is analogously obtained from $\beta_{n, n-d}(P)$ by rotation through $-\pi d / n$ and expansion by the same factor $2 \cos (\pi d / n)$. This


Figure N2.5. An illustration of Lemma N2.1.
is illustrated by the example in Figure N2.7.
Another illustration of the usefulness of the decomposition method is provided by the following result:


Figure N2.6. Three illustrations of the Napoleon-Barlotti theorem. The given affinely regular polygon P is shown by heavy lines, and the polygons $\mathscr{B}(\mathrm{P})$ and $\mathscr{B}^{*}(\mathrm{P})$ are shown by thin lines. The dotted lines indicate the regular polygons constructed on the edges of P ; to avoid clutter, only one such polygon is shown in each case.

Corollary N2.4. Let $P$ be an arbitrary quadrangle, and let the quadrangle $Q$ be formed by the centers of the regular (4/1)-gons constructed on the edges of $Q$, and let $R$ be the polygon having its vertices at the midpoints of the edges of Q . Then R is a square.


Figure N2.7. An illustration of the relationsip between the regular components of an affinely regular polygon, and its Napoleon-Barlotti polygons.


Figure N2.8. Starting from an arbitrary quadrangle $P$, the centers of the squares constructed on the edges of P are vertices of a quadrangle with the property that the midpoints of its edges are vertices of a square.

To prove Corollary N2.4 we recall that P is the vertex sum of its affinely regular components $\alpha_{4,1}(\mathrm{P})$ and $\alpha_{4,2}(\mathrm{P})$. By the Napoleon-Berlotti theorem, the centers of the squares constructed on the edges of $\alpha_{4,1}(\mathrm{P})$ form a square, and the midpoints of the edges of that square form clearly another square S . On the other hand, the midpoint of the squares constructed on the edges of $\alpha_{4,2}(\mathrm{P})$ form another regular (4/2)-gon, and the midpoints of its edges form a point polygon. Hence $R$ is a translate of $S$. $\diamond$

It may be observed that if the midpoint step in Corollary N2.4 is taken first, then a parallelogram is obtained (as is well known, and easily proved); the construction of squares on the sides of that parallelogram yields a square by the Napoleon-Barlotti theorem. As we shall see in the next section, the two operations commute for any polygon, hence this is an alternative proof of Corollary N2.4.

## N3. Linear transformations; smoothing vectors

In this section we study operations on polygons by considering linear transformations on the vector space $\mathbb{V}(\mathrm{n})$ of vectors that represent the rooted polygons. We shall define several types of such transformations, show that they form easily characterized families, and determine some properties of these families. We shall also provide examples, and establish a number of results that will be used in the sequel. We begin with some simple observations, and introduce a number of concepts and appropriate notation.

Any linear transformation $\eta$ on $\mathbb{E}^{2}$ induces a linear transformation (which we shall denote by the same symbol) on the space $\mathbb{V}(\mathrm{n})$ of vectors $\mathbf{v}=\left(\mathrm{v}_{0}, \ldots, \mathrm{v}_{\mathrm{n}-1}\right)^{\mathrm{T}}$ which represent rooted polygons by $\eta(\mathrm{v})=\left(\eta\left(\mathrm{v}_{0}\right), \ldots, \eta\left(\mathrm{v}_{\mathrm{n}-1}\right)\right)^{\mathrm{T}}$.

If $\zeta$ is the linear transformation represented by the $\mathrm{n} \times \mathrm{n}$ permutation matrix $\mathrm{Z}=\left(\mathrm{z}_{\mathrm{jk}}\right)$, where

$$
\begin{aligned}
\mathrm{z}_{\mathrm{jk}}= & 1 \text { if } \mathrm{k} \equiv \mathrm{j}+1(\bmod \mathrm{n}) \\
& 0 \text { otherwise }
\end{aligned}
$$

and if $\mathbf{v} \in \mathbb{V}(n)$ represents a rooted polygon, then $\mathbf{v}^{*}=\zeta(\mathbf{v})$ represents the same polygon as $\mathbf{v}$ but with a different choice of root. Consequently a linear transformation $\gamma$ on $\mathbb{V}(\mathrm{n})$, which maps $\mathbf{v}$ into $\mathbf{w}=\gamma(\mathbf{v})$, represents an operation on the (oriented but unrooted) polygon (in contrast to an operation on the rooted polygon) if and only if $\gamma$ commutes with $\zeta$ (see Figure N3.1 for an illustration). As easily verified, the algebraic condition for this commutativity is that $\gamma$ is represented by a circulant matrix, that is, a matrix in which each row is obtained from the one above it by a one-step shift to the right. Such a matrix is therefore completely determined by the vector $b=\left(b_{0}, b_{1}, \ldots\right.$, $b_{n-1}$ ) of its first row. We shall use the notation

$$
C(b)=\left[\begin{array}{ccccc}
b_{0} & b_{1} & b_{2} & \ldots & b_{n-1} \\
b_{n-1} & b_{0} & b_{1} & \ldots & b_{n-2} \\
b_{n-2} & b_{n-1} & b_{0} & \ldots & b_{n-3} \\
\dot{b_{1}} & . & b_{2} & . & \cdot \\
b_{3} & \ldots & b_{0}
\end{array}\right] .
$$

Denoting by $\mathbf{I}$ the nxn identity matrix, the matrix $\mathrm{C}(\mathrm{b})$ may be written in the more convenient form

$$
\begin{equation*}
C(b)=b_{0} I+b_{1} Z+b_{2} Z^{2}+\ldots+b_{n-1} Z^{n-1} . \tag{1}
\end{equation*}
$$

We refer to $b=\left(b_{0}, b_{1}, \ldots, b_{n-1}\right)$ as a smoothing vector. Notice that if we use the representation of the vertices of P by complex numbers, then the above definition is applicable even if the $\mathrm{b}_{\mathrm{j}}$ 's are complex numbers. As we shall see later, this turns out to
be very convenient in establishing results dealing with regular polygons. However, the real case is also of importance, especially concerning affine-regular polygons (see Theorem N3.1(vii) below).

It must be emphasized that since we are concerned with operations on the underlying polygons, we consider in this and several following section only linear transformations on $\mathbb{V}(\mathrm{n})$ of the type $\mathrm{C}(\mathrm{b})$, that is, arising from smoothing vectors. We note that every n-dimensional vector $b$ can serve as a smoothing vector in the definition of a smoothing transformation $S(b)$. The operation on the polygons that corresponds to a vector $b$ is also denoted by $S(b)$ and is called a smoothing operations. If the rooted polygon Q is obtained in this manner from the rooted polygon P then we write $\mathrm{Q}=\mathrm{S}(\mathrm{b}) \mathrm{P}$. Further, by applying a smoothing operation to an oriented polygon but with two different vertices chosen as roots we obtain the same oriented polygon but with different roots. Hence a smoothing operation may be considered as acting on oriented polygons, as opposed to rooted polygons; we write $\mathrm{Q}=\mathrm{S}(\mathrm{b}) \mathrm{P}$ in this case as well.

The following are some elementary properties of the smoothing operations.

Theorem N3.1. (i) Two smoothing vectors represent the same smoothing operation on (unrooted) polygons if and only if the set of components of one of the vectors is a cyclic permutation of the components of the other.
(ii) The product $S(b) S(c)$ of two smoothing operations $S(b)$ and $S(c)$ is a smoothing operation $S(d)$, with $d_{k}=\sum \underset{j=0}{n-1} \quad b_{j} c_{k-j}$ for $k=0,1, \ldots, n-1$, the subscripts being understood $\bmod \mathrm{n}$.
(iii) Smoothing operations commute, that is, if b and c are smoothing vectors, then $S(b) S(c) P=S(c) S(b) P$ for all $n$-gons $P$.
(iv) If $\sum_{\substack{\mathrm{j}=0}}^{\substack{\mathrm{n}}} \quad \mathrm{b}_{\mathrm{j}}=1$, then the smoothed polygon $\mathrm{S}(\mathrm{b}) \mathrm{P}$ has the same center (vertex centroid) as P ; conversely, if $\mathrm{S}(\mathrm{b}) \mathrm{P}$ has the same center w as P then either $w$ is the origin or else $\sum \underset{\mathrm{j}=0}{\mathrm{n}-1} \quad \mathrm{~b}_{\mathrm{j}}=1$.
(v) If $\sum_{\mathrm{j}=0}^{\mathrm{n}-1} \quad \mathrm{~b}_{\mathrm{j}}=0$, then the smoothed polygon $\mathrm{S}(\mathrm{b}) \mathrm{P}$ has its center at the origin; conversely, if $S(b) P$ has its center at the origin then either $P$ has its center at the origin or else $\sum \underset{j}{\mathrm{j}=0} \mathrm{~b}_{\mathrm{j}}=0$.
(vi) If P is a regular ( $\mathrm{n} / \mathrm{d}$ )-gon, then for every smoothing vector $\mathrm{b}, \mathrm{S}(\mathrm{b}) \mathrm{P}$ is a regular ( $\mathrm{n} / \mathrm{d}$ )-gon.
(vii) If P is an affinely regular ( $\mathrm{n} / \mathrm{d}$ )-gon, then $\mathrm{S}(\mathrm{b}) \mathrm{P}$ is an affinely regular ( $\mathrm{n} / \mathrm{d}$ )-gon for every smoothing vector b ; moreover, P and $\mathrm{S}(\mathrm{b}) \mathrm{P}$ are inscribed in homothetic ellipses.

Proof Statement (i) is clear from the definitions, since a cyclic permutation of the components of a smoothing vector results in a corresponding change in the root vertex. (ii) is true because the product of two circulant $n \times n$ matrices is a circulant matrix, and (iii) is a consequence of the fact that $n \times n$ circulant matrices commute. These statements are immediate if we express circulant matrices in terms of powers of Z as in (1) and use $Z^{\mathrm{n}}=\mathbf{I}$. Statements (iv) and (v) follow directly from the definitions. Statement (vi) is a consequence of the remarkable but easily verified fact (see, for example, P. J. Davis, Circulant Matrices. Wiley-Interscience, New York 1979, p. 73) that every $n X n$ circulant matrix $C(b)$, where $b=\left(b_{0}, b_{1}, \ldots, b_{n-1}\right)$, has as eigenvectors the n complex vectors

$$
\omega_{\mathrm{d}}=\left(1, \omega^{\mathrm{d}}, \omega^{2 \mathrm{~d}}, \ldots, \omega^{(\mathrm{n}-1) \mathrm{d}}\right)^{\mathrm{T}},
$$

where $\mathrm{d}=0,1, \ldots, \mathrm{n}-1$, and $\omega=\exp (2 \pi \mathrm{i} / \mathrm{n})$; the corresponding eigenvalues are

$$
\mathrm{c}_{\mathrm{d}}=\sum_{\mathrm{j}=0}^{\mathrm{n}-1} \quad \mathrm{~b}_{\mathrm{j}} \omega^{\mathrm{dj}} .
$$

It follows that every smoothing vector $b$ acting on a standard regular ( $\mathrm{n} / \mathrm{d}$ )-gon $\mathrm{P}=$ $R_{n, d}$ yields a polygon $P^{*}$ represented by $c_{d} \omega_{d}=c_{d}\left(1, \omega^{d}, \omega^{2 d}, \ldots, \omega^{(n-1) d}\right)^{T}$; but this is precisely a general regular ( $\mathrm{n} / \mathrm{d}$ )-gon centered at the origin O . It is trivial to see that if P is, instead, a general regular ( $\mathrm{n} / \mathrm{d}$ )-gon centered at some point X , then its image under the smoothing operation $S(b)$ will also be a general regular ( $n / d$ )-gon centered at $\mathrm{C}(\mathrm{b}) X$. More precisely, denoting by $\rho_{\mathrm{b}, \mathrm{d}}=\mathrm{c}_{\mathrm{d}} \mathrm{l}$ and $\phi_{\mathrm{b}, \mathrm{d}}=\arg \mathrm{c}_{\mathrm{d}}$ the modulus (absolute value) and argument of $c_{d}$, so that $c_{d}=\rho_{b, d} \exp \left(i \phi_{b, d}\right)$, we see that, in addition to the displacement of the center from X to $\mathrm{C}(\mathrm{b}) \mathrm{X}, \mathrm{P}^{*}$ is obtained from P by expansion in ratio $\rho_{\mathrm{b}, \mathrm{d}}$ and rotation through angle $\phi_{\mathrm{b}, \mathrm{d}}$.

An alternative proof of (vi) follows geometrically from the fact that smoothing vectors do not destroy symmetries, so that if P is centered at the origin, then so is $\mathrm{P}^{*}$, and every symmetry of P will be a symmetry of $\mathrm{P}^{*}$, and conversely.

The first part of (vii) follows at once from (vi) and the decomposition result from Corollary N2.2. For the second part of (vii) note that if $b$ is a vector with real components, then for each d

$$
c_{d}=\sum_{j=0}^{n-1} \quad b_{j} \omega^{d j}=\sum \underset{j=0}{n-1} \quad b_{j} \bar{\omega}^{(n-d) j}=\bar{c}_{n-d} .
$$

Hence, if the regular ( $\mathrm{n} / \mathrm{d}$ )-component $\mathrm{R}_{1}$ of the affinely regular n -gon P is expanded in ratio $\rho_{b, d}$ and turned through angle $\phi_{b, d}$ by a smoothing operation $S(b)$ with real $b$, then the regular ( $\mathrm{n} /(\mathrm{n}-\mathrm{d})$ )-component $\mathrm{R}_{2}$ will be expanded in the same ratio $\rho_{\mathrm{b}, \mathrm{d}}$ and turned through $-\phi_{b, d}$, the same angle but in the opposite direction. It follows that the affine-regular polygon $\mathrm{P}=\mathrm{R}_{1}+\mathrm{R}_{2}$ and its image $\mathrm{P}^{*}$ under the smoothing operation $\mathrm{S}(\mathrm{b})$ are inscribed in homothetic ellipses. We shall have occasion to apply this fact, and we shall refer to it by saying that $\mathrm{P}^{*}$ is obtained from P by scaling in ratio $\rho_{\mathrm{b}, \mathrm{d}}$ and an affine-rotation through angle $\phi_{\mathrm{b}, \mathrm{d}}$. $\diamond$

We note that the above interpretation of the eigenvectors of a circulant matrix as regular polygons immediately yields an alternative proof of part of Theorem N1.2, since a standard theorem of linear algebra tells us that if there are $n$ distinct eigenvalues then a selection of corresponding eigenvectors forms a basis of the space.

Of particular interest are smoothing vectors that have special properties, and it is convenient to distinguish the following types:
(I) Vectors buch that $\mathrm{S}(\mathrm{b}) \mathrm{P}$ is an affine-regular (n/d)-gon for every n -gon P are called ( $\mathbf{n} / \mathbf{d}$ )-regularizing vectors. The set of all ( $\mathrm{n} / \mathrm{d}$ )-regularizing vectors will be denoted by $\mathbb{R}(n / d)$. Vectors $b$ such that $S(b) P$ is a regular ( $n / d)$-gon for every n-gon P are called strictly ( $\mathbf{n} / \mathbf{d}$ )-regularizing; their totality is denoted by $\mathbb{R}^{*}(\mathrm{n} / \mathrm{d})$. As we shall see later, every strictly ( $\mathrm{n} / \mathrm{d}$ )-regularizing vector must have some components which are complex numbers.
(II) Vectors b such that, for given n and d , if P is any affine-regular ( $\mathrm{n} / \mathrm{d}$ )-gon, then $\mathrm{S}(\mathrm{b}) \mathrm{P}$ is a point polygon are called ( $\mathbf{n} / \mathbf{d}$ )-dotting vectors (for they map each such polygon P into a dot!), and the set of all such vectors will be denoted by $\mathbb{D}(\mathrm{n} / \mathrm{d})$.

Two subsets of $\mathbb{D}(\mathrm{n} / \mathrm{d})$ are of special interest:
(IIa) The set of vectors $b$ in $\mathbb{D}(n / d)$ such that, for every affine-regular $(\mathrm{n} / \mathrm{d})$-gon P , the image $\mathrm{S}(\mathrm{b}) \mathrm{P}$ is a point polygon which coincides with the center of P . These vectors are called ( $\mathbf{n} / \mathbf{d}$ )-centralizing vectors, and the set of all such vectors is denoted by $\mathbb{C}(n / d)$. By Theorem N3.1(iv) the set $\mathbb{C}(n / d)$ coincides with the set of vectors $b$ that satisfy $\sum_{j=0}^{n-1} \quad b_{j}=1$.
(IIb) The set of vectors $b$ in $\mathbb{D}(n / d)$ such that $S(b) P$ is the zero polygon for every affine-regular ( $\mathrm{n} / \mathrm{d}$ )-gon P . These are called ( $\mathbf{n} / \mathbf{d}$ )-annihilating vectors, and the set of all such is denoted by $\mathbb{A}(n / d)$. By Theorem N3.1(v) these are precisely the vectors that satisfy $\sum_{\mathrm{j}=0}^{\mathrm{n}-1} \quad \mathrm{~b}_{\mathrm{j}}=0$.

The use of outline letters $\mathbb{R}(n / d), \mathbb{R}^{*}(n / d), \mathbb{D}(n / d), \mathbb{C}(n / d)$ and $\mathbb{A}(n / d)$ for the above sets anticipates the fact that, as we shall show later, each of these is a vector or affine subspace of the vector space $\mathbb{S}(\mathrm{n})$ of all smoothing vectors for n -gons. Before we start a systematic study of smoothing vectors, we give simple examples that show the existence of vectors of each of the above types.

Examples N3.1. (i) The existence of (n/d)-regularizing vectors (Type I) for some small values of $n$ is illustrated by the following examples, adapted from the literature; see Figure N3.2. In each case, $\mathrm{P} \in \mathscr{O}(\mathrm{n})$ represents an arbitrary n -gon in the plane. For $\mathrm{n}=4$ let $\mathrm{b}=(1,1,0,0)$; then $\mathrm{S}(\mathrm{b}) \mathrm{P}$ is a parallelogram, that is, an affine-regular 4-gon; this is the "midpoint map", which we shall investigate in detail later. If, for $n=5$, we take $b=(1, \tau, 1,0,0)$ where $\tau=(1+\sqrt{ } 5) / 2=1.618034 \ldots$, then $S(b) P$ is an affineregular pentagon, and if $b=(1,1-\tau, 1,0,0)$, then $S(b) P$ is an affine-regular pentagram. If, for $\mathrm{n}=6$, we take $\mathrm{b}=(-1,0,2,3,2,0)$ or $\mathrm{b}=(1,2,2,1,0,0)$ then, in either case, $\mathrm{S}(\mathrm{b}) \mathrm{P}$ will be an affine-regular hexagon. We shall return to these and other examples in a later section. Below we shall give several characterizations of ( $\mathrm{n} / \mathrm{d}$ )-regularizing vectors, and describe various families of such vectors.
(ii) It can be easily verified that $\mathrm{b}=(1-\mathrm{i},-1-\mathrm{i},-1+\mathrm{i}, 1+\mathrm{i}) / 2$ is a strictly (4/1)-regularizing vector, and that $\mathrm{b}=(3-\mathrm{i} \sqrt{ } 3,-2 \mathrm{i} \sqrt{ } 3,-3-\mathrm{i} \sqrt{ } 3,-3+\mathrm{i} \sqrt{ } 3,2 \mathrm{i} \sqrt{ } 3,3+\mathrm{i} \sqrt{3}) / 12$ is a strictly (6/1)-regularizing vector; see Figure N3.3.
(iii) To find examples of centralizing vectors (Type IIa) we observe that if $\theta=2 \pi d / n$, every three consecutive vertices $V_{r}, V_{r+1}, V_{r+2}$ of a regular ( $n / d$ )-gon $P$ centered at X satisfy

$$
\begin{equation*}
\frac{1}{2}\left(v_{r}+v_{r+2}\right)=y=(\cos \theta) v_{r+1}+(1-\cos \theta) x, \tag{2}
\end{equation*}
$$

see Figure N3.4; since affinities preserve ratios of collinear segments, this relation holds for affine-regular ( $\mathrm{n} / \mathrm{d}$ )-gons as well. Hence

$$
\frac{1}{2}(1-\cos \theta)^{-1}\left(v_{r}-(2 \cos \theta) v_{r+1}+v_{r+2}\right)=x .
$$

It follows that if $b^{(1)}$ is the smoothing vector

$$
b^{(1)}=\frac{1}{2}(1-\cos \theta)^{-1}(1,-2 \cos \theta, 1,0,0, \ldots, 0)
$$

then $\mathrm{S}\left(\mathrm{b}^{(1)}\right) \mathrm{P}$ is a degenerate $(\mathrm{n} / \mathrm{d})$-gon (point polygon) coinciding with the center X of $P$. Thus $b^{(1)}$ is an ( $n / d$ )-centralizing vector.

If $b$ is any $(n / d)$-centralizing vector, then it is easy to see that any scalar multiple of $b$ is an ( $\mathrm{n} / \mathrm{d}$ )-dotting vector (Type II).
(iv) To obtain examples of annihilating vectors (Type IIb) we use the fact that if $Q$ is a point polygon, and $b^{(0)}$ is the vector $(1,-1,0,0, \ldots, 0)$, then $S\left(b^{(0)}\right) Q$ is the zero polygon. It follows that if $b$ is any ( $n / d$ )-dotting vector, then $S\left(b{ }^{(0)}\right) S(b)$ is the smoothing operation arising from an ( $\mathrm{n} / \mathrm{d}$ )-annihilating vector. In particular, using a multiple of the $(\mathrm{n} / \mathrm{d})$-centralizing vector $\mathrm{b}^{(1)}$ in (iii), we have

$$
\mathrm{C}\left(\mathrm{~b}^{(0)}\right)=\mathrm{I}-\mathrm{Z}, \quad \mathrm{C}\left(\mathrm{~b}^{(1)}\right)=\mathrm{I}-(2 \cos \theta) \mathrm{Z}+\mathrm{Z}^{2}
$$

and so

$$
\begin{aligned}
\mathrm{C}\left(\mathrm{~b}^{(0)}\right) \mathrm{C}\left(\mathrm{~b}^{(1)}\right) & =(\mathrm{I}-\mathrm{Z})\left(\mathrm{I}-(2 \cos \theta) \mathrm{Z}+\mathrm{Z}^{2}\right) \\
& =\mathrm{I}-\mathrm{hZ}+\mathrm{hZ} \mathrm{Z}^{2}-\mathrm{Z}^{3}
\end{aligned}
$$

where $h=1+2 \cos \theta$ and $\theta=2 \pi d / n$. It follows that
$b^{(2)}=(1,-h, h,-1,0,0, \ldots, 0)$
is an ( $\mathrm{n} / \mathrm{d}$ )-annihilating vector.
We formalize part of the above discussion in the following useful criteria for affine-regularity.

Theorem N3.2. Let $\mathrm{P} \in \mathscr{O}(\mathrm{n})$ be represented by the vector $\mathrm{v} \in \mathbb{V}(\mathrm{n})$, and let $\theta=2 \pi \mathrm{~d} / \mathrm{n}$ and $\mathrm{h}=1+2 \cos \theta$. Then the following are equivalent:
(i) P is an affine-regular ( $\mathrm{n} / \mathrm{d}$ )-gon (possibly a point polygon);
(ii) The vector $b^{(1)}=\frac{1}{2}(1-\cos \theta)^{-1}(1,-2 \cos \theta, 1,0,0, \ldots, 0)$ centralizes P ;
(iii) The vector $b^{(2)}=(1,-h, h,-1,0,0, \ldots, 0)$ annihilates P .

This leads to the following relationships between the spaces $\mathbb{R}(n / d)$ and $\mathbb{A}(n / d)$ :
Corollary N3.3. If $b^{*}$ is any ( $n / d$ )-annihilating vector (Type IIb), then $b$ is an $(n / d)$-regularizing vector if and only if $S(b) S\left(b^{*}\right) P=S\left(b^{*}\right) S(b) P$ is the zero polygon for every n -gon P .

Equivalently, the condition can be stated as $\mathrm{C}(\mathrm{b}) \mathrm{C}\left(\mathrm{b}^{*}\right)=\mathrm{C}\left(\mathrm{b}^{*}\right) \mathrm{C}(\mathrm{b})=\mathrm{O}$ (the zero matrix), or that

$$
\begin{equation*}
b^{*} \cdot \tilde{b}=\tilde{b} \cdot b^{*}=0 \tag{3}
\end{equation*}
$$

where $\widetilde{\mathrm{b}}$ denotes the vector obtained by reversing the order of the components in b , and the dot - denotes the usual scalar product.

We now establish the results about $\mathbb{R}(n / d), \mathbb{D}(n / d), \mathbb{C}(n / d)$ and $\mathbb{A}(n / d)$ indicated above.

Theorem N3.4. The sets
(i) $\quad \mathbb{R}(\mathrm{n} / \mathrm{d})$ of all ( $\mathrm{n} / \mathrm{d}$ )-regularizing vectors,
(ii) $\quad \mathbb{D}(\mathrm{n} / \mathrm{d})$ of all ( $\mathrm{n} / \mathrm{d}$ )-dotting vectors, and
(iii) $\mathbb{A}(\mathrm{n} / \mathrm{d})$ of all $(\mathrm{n} / \mathrm{d})$-annihilating vectors,
are vector subspaces of the vector space $\mathbb{S}(\mathrm{n})$ of all smoothing vectors. On the other hand, the set
(iv) $\mathbb{C}(\mathrm{n} / \mathrm{d})$ of all ( $\mathrm{n} / \mathrm{d}$ )-centralizing vectors is an affine subspace of $\mathbb{S}(\mathrm{n})$.

Proof For a direct proof of (i), suppose $b^{(3)}$ and $b^{(4)}$ are ( $\left.n / d\right)$-regularizing vectors, and $b^{(2)}$ is the ( $\left.n / d\right)$-annihilating vector that appears in Theorem N3.2; then for all real numbers $\lambda$ and $\mu$, and all $n$-gons P ,

$$
\begin{aligned}
S\left(\lambda b^{(3)}+\mu b^{(4)}\right) S\left(b^{(2)}\right) P= & \left(\lambda S\left(b^{(3)}\right)+\mu S\left(b^{(4)}\right) S\left(b^{(2)}\right) P\right. \\
& =\lambda S\left(b^{(3)}\right) S\left(b^{(2)}\right) P+\mu S\left(b^{(4)}\right) S\left(b^{(2)}\right) P
\end{aligned}
$$

which is the zero polygon. Hence $\lambda b^{(3)}+\mu b^{(4)}$ is an ( $\left.n / d\right)$-regularizing vector. This shows that all such vectors form a vector space (obviously a vector subspace of $\mathbb{S}(\mathrm{n})$ ).

An alternative proof follows from the results of Section 2. One way is to invoke Theorem N 2.2 which characterizes affine-regular polygons and is clearly comparible with linear combinations. Another possibility is to recall that all affine-regular ( $\mathrm{n} / \mathrm{d}$ )gons form a vector space, and that the set of all linear maps from a vector space into a vector space is itself a vector space.

For (ii) and (iii) we observe that for all $\lambda$ and $\mu$, and all affine-regular $(\mathrm{n} / \mathrm{d})$-gons P , if $\mathrm{b}^{(3)}$ and $\mathrm{b}^{(4)}$ are ( $\mathrm{n} / \mathrm{d}$ )-dotting, or ( $\mathrm{n} / \mathrm{d}$ )-annihilating vectors, then $S\left(\lambda b^{(3)}+\mu b^{(4)}\right) P=\lambda S\left(b^{(3)}\right) P+\mu S\left(b^{(4)} P\right.$ is a point polygon, or the zero polygon, respectively. Hence each of the sets $\mathbb{D}(\mathrm{n} / \mathrm{d})$ and $\mathbb{A}(\mathrm{n} / \mathrm{d})$ is a vector space.

Finally, for (iv) an analogous argument holds for centralizing vectors except that here we must specify $\lambda+\mu=1$. Thus the set $\mathbb{C}(n / d)$ of all centralizing vectors forms an affine subspace of $\mathbb{S}(\mathrm{n})$. $\diamond$

We shall now investigate the spaces $\mathbb{R}(n / d), \mathbb{D}(n / d), \mathbb{C}(n / d)$ and $\mathbb{A}(n / d)$ in some detail; in particular we shall determine their dimensions and find bases for them. But first we give another method of generating regularizing vectors. A similar discussion of $\mathbb{R}^{*}(\mathrm{n} / \mathrm{d})$ will come later.

Theorem N3.5. Let $R=\left[V_{0}, \ldots, V_{n-1}\right]$ be a regular ( $\mathrm{n} / \mathrm{d}$ )-gon and let a be any vector. Then, denoting by • the dot product of vectors, $b=\left(a \cdot v_{0}, \ldots, a \cdot v_{n-1}\right)$ is an ( $\mathrm{n} / \mathrm{d}$ )-regularizing vector, $\mathrm{b} \in \mathbb{R}(\mathrm{n} / \mathrm{d})$.

Proof The result is trivial if $a=0$, so assume that $a \neq 0$. We write $a=a_{1} e_{x}+a_{2} e_{y}$ where $a_{1}, a_{2}$ are the components of $a$, and $e_{x}, e_{y}$ are unit vectors parallel to the $x-$ and $y$-axes respectively. Then the theorem is clearly true if we can prove it when each of $e_{x}$ and $\mathrm{e}_{\mathrm{y}}$ is substituted for a .

Further, let $\mathrm{c}=\left(\mathrm{c}_{1}, \mathrm{c}_{2}\right)$ be the center of R , and r be its circumradius. Then, for suitable $\alpha$ and $\theta=2 \pi d / n$, the vertex $V_{j}$ of $R$ is specified by

$$
v_{j}=\left(c_{1}+r \cos (\alpha+j \theta), \quad c_{2}+r \sin (\alpha+j \theta)\right.
$$

Thus

$$
e_{x} \cdot v_{j}=c_{1}+r \cos (\alpha+j \theta), \quad e_{y} \cdot v_{j}=c_{2}+r \sin (\alpha+j \theta)
$$

and therefore, by Theorem N3.1 it is sufficient to show that

$$
\begin{aligned}
& \left(c_{1}+r \cos (\alpha+j \theta)\right)-h\left(\left(c_{1}+r \cos (\alpha+(j+1) \theta)\right)+\right. \\
& \quad h\left(\left(c_{1}+r \cos (\alpha+(j+2) \theta)\right)-\left(c_{1}+r \cos (\alpha+(j+3) \theta)\right)\right)=0,
\end{aligned}
$$

and a similar equation with $c_{2}$ substituted for $c_{1}$ and each cosine replaced by the corresponding sine, are both satisfied; here, as before, $h=1+2 \cos \theta$ and $\theta=2 \pi d / n$. However, each of these equalities is an immediate consequence of well-known trigonometric identities. $\diamond$

Some special cases of Theorem N3.5 are of interest. The first will be of importance later.

Corollary N3.6 Let

$$
\mathrm{c}(\mathrm{n}, \mathrm{~d})=\frac{1}{\mathrm{n}}(1, \cos \theta, \cos 2 \theta, \ldots, \cos (\mathrm{n}-1) \theta)
$$

and

$$
s(n, d)=\frac{1}{n}(0, \sin \theta, \sin 2 \theta, \ldots, \sin (n-1) \theta)
$$

where $\theta=2 \pi d / n$. Then $c(n, d)$ and $s(n, d)$ are ( $n / d)$-regularizing vectors for every value of $n$ and $d$. In particular, if $n$ is even then

$$
\mathrm{c}\left(\mathrm{n}, \frac{1}{2} \mathrm{n}\right)=\frac{1}{\mathrm{n}}(1,-1,1,-1, \ldots, 1,-1)
$$

is an ( $n / \frac{1}{2} \mathrm{n}$ )-regularizing vector, and, whether n be even or odd,

$$
\mathrm{c}(\mathrm{n}, 0)=\frac{1}{\mathrm{n}}(1,1,1, \ldots, 1)
$$

is an ( $\mathrm{n} / 0$ )-centralizing vector, for every value of d and n .
Proof To show $c(n, d)$ is an ( $n / d)$-regularizing vector we take $a=e_{x}, c_{1}=0, r=1 / n$, $\alpha=0$ in the proof of Theorem N3.5. To show $\mathrm{s}(\mathrm{n}, \mathrm{d})$ is an ( $\mathrm{n} / \mathrm{d}$ )-regularizing vector we take $a=e_{y}, c_{2}=0, r=1 / n, \alpha=0$. The other assertions follow trivially.

Note that if $\mathrm{d} \neq 0$, then both $\mathrm{c}(\mathrm{n}, \mathrm{d})$ and $\mathrm{s}(\mathrm{n}, \mathrm{d})$ are vectors of type (i) in Theorem N3.4, and $\mathrm{c}(\mathrm{n}, 0)$ is a vector of type (iv).

The vectors $\mathrm{c}(\mathrm{n}, \mathrm{d})$ have several interesting properties, such as the following which we shall use later.

Corollary N3.7. Let $u=(1,0,0,0, \ldots, 0)$ be the $n$-vector whose components are all zero except for the first which is 1 , and let $e(n, d)=1$ if $d=0$ or $n / 2$ ( $n$ even), and $\mathrm{e}(\mathrm{n}, \mathrm{d})=2$ in all other cases. Then, putting $\mathrm{m}=[\mathrm{n} / 2]$, we have

$$
\sum_{d=0}^{m} e(n, d) c(n, d)=u
$$

Proof. From the definition of the vectors $\mathrm{c}(\mathrm{n}, \mathrm{d})$ in Corollary N3.6, and since $\cos \mathrm{j} \theta=$ $\cos (\mathrm{n}-\mathrm{j}) \theta$ for $\theta=2 \pi \mathrm{~d} / \mathrm{n}$, the $\mathrm{j}^{\text {th }}$ component of $\sum_{\mathrm{d}=0}^{m} \mathrm{e}(\mathrm{n}, \mathrm{d}) \mathrm{c}(\mathrm{n}, \mathrm{d})$ is easily seen to be

$$
\frac{1}{n} \sum_{d=0}^{n-1} \cos j d \theta= \begin{cases}1 & \text { if } \mathrm{j}=0 \\ 0 & \text { if } \mathrm{j} \neq 0\end{cases}
$$

This follows by standard trigonometric relations, or by considering the vertex centroid of a regular $n$-gon, one vertex of which is at the point $(1,0) . \diamond$

As other examples of regularizing vectors we have:

Corollary N3.8. Let $A=\left[V_{0}, \ldots, V_{n-1}\right]$ be a (non-degenerate) regular or affineregular ( $n / d$ )-gon and let the (non-zero) vector $f(n, d)=\left(f_{0}, \ldots, f_{n-1}\right)$ be defined by $f_{j}\left(v_{0}-v_{n-1}\right)=f_{0}\left(v_{j}-v_{n-j-1}\right)$, where $f_{0} \neq 0$ is arbitrary. Then $f$ is an $(n / d)$-regularizing vector.

Proof Since the ratios of lengths in parallel directions are unchanged by an affine transformation, there is no loss of generality in assuming that A is regular (and not just affine-regular) and that $A$ is centered at the origin. Thus $f_{0}, \ldots, f_{n-1}$ are the lengths of the diagonals (preceded by a + or - sign) of a regular ( $n / d$ )-gon. If the circumradius of this $n$-gon is $r_{1}$ then we obtain the values $f_{j}=2 r_{1} \sin \left(\frac{1}{2}+j\right) \theta$, where $\theta=2 \pi d / n$ (see Figure N3.6). The fact that f is a regularizing $(\mathrm{n} / \mathrm{d})$-vector then follows from the proof of Theorem N3.5, with $a=e_{y}, c_{2}=0, r=2 r_{1}$, and $\alpha=\theta / 2 . \diamond$

Examples N3.2. From Corollary N3.8, taking $f_{0}=1$, we obtain the regularizing vectors $f(4,1)=(1,1,-1,-1), f(5,1)=(1, \tau, 0,-\tau,-1)$ (where $\tau$ is the golden section constant $(1+\sqrt{ } 5) / 2=1.6180340 \ldots), f(5,2)=(1,1-\tau, 0, \tau-1,-1), f(6,1)=(1,2,1,-1$, $-2,-1$ ), and so on (see Figure N3.5).

It is worth noting that the constant $h$ of Theorem N3.2 is equal to $f_{1} / f_{0}$.
Theorem N3.9. For $1 \leq d<[n / 2]$, the vector space $\mathbb{R}(n / d)$ of ( $n / d)$-regularizing vectors is three-dimensional. For even $n$ and $d=n / 2$, the vector space $\mathbb{R}(n / d)$ is twodimensional.

Proof. We consider first the case $d \neq n / 2$. By Corollary N3.3, if $b$ is any $(\mathrm{n} / \mathrm{d})$-regularizing vector, then, from condition (3),

$$
b_{j+3}-h b_{j+2}+h b_{j+1}-b_{j}=o
$$

for $\mathrm{j}=0, \ldots, \mathrm{n}-1$. Setting $\mathrm{A}=\mathbf{I}-\mathrm{hZ}+\mathrm{hZ} \mathrm{Z}^{2}-\mathrm{Z}^{3}$, this system of equations may be written as $\mathrm{Ab}=\mathrm{o}$ and we require the set of solutions of these equations (the null-space of $A$ ). The $n \times n$ matrix of coefficients $A$ is a circulant matrix, so we consider the polynomial whose coefficients are the elements of the first row:

$$
g(h, x)=1-h x+h x^{2}-x^{3}=(1-x)\left(\omega^{d}-x\right)\left(\omega^{-d}-x\right)
$$

where $\omega=\exp (2 \pi \mathrm{i} / \mathrm{n})$. A well-known theorem (see, for example P. J. Davis, Circulant Matrices. Wiley-Interscience, New York 1979, p.73; P. Lancaster, Theory of Matrices.

Academic Press, New York and London, 1969) tells us that the eigenvalues of A are the values of $g(h, x)$ when $x=1, \omega, \omega^{2}, \ldots, \omega^{n-1}$. Since $g$ is of degree 3 in $x$, we deduce that $n-3$ of these eigenvalues are non-zero, so the rank of $A$ is at least $n-3$. On the other hand, there are three linearly independent solutions for $b$, namely

$$
\left(1, \lambda, \lambda^{2}, \ldots, \lambda^{n-1}\right) \text { for } \lambda=1, \omega^{\mathrm{d}}, \omega^{-\mathrm{d}} .
$$

Hence the solutions form a vector space $\mathbb{R}(n / d)$ of dimension three.
In the present context it is preferable to find a real basis. This can be done by taking real and imaginary parts of the last two vectors, together with the first, to obtain the basis $\{\mathrm{c}(\mathrm{n}, \mathrm{d}), \mathrm{s}(\mathrm{n}, \mathrm{d}), \mathrm{c}(\mathrm{n}, 0)\}$ where

$$
\left.\begin{array}{c}
\mathrm{c}(\mathrm{n}, \mathrm{~d})=\frac{1}{\mathrm{n}}(1, \cos \theta, \cos 2 \theta, \ldots, \cos (\mathrm{n}-1) \theta)  \tag{4}\\
\mathrm{s}(\mathrm{n}, \mathrm{~d})=\frac{1}{\mathrm{n}}(0, \sin \theta, \sin 2 \theta, \ldots, \sin (\mathrm{n}-1) \theta) \\
\mathrm{c}(\mathrm{n}, 0)=\frac{1}{\mathrm{n}}(1,1,1, \ldots, 1)
\end{array}\right\}
$$

with $\theta=2 \pi \mathrm{~d} / \mathrm{n}$. (These are the vectors that were introduced in Corollary N3.6.)
When n is even and $\mathrm{d}=\mathrm{n} / 2$, similar considerations hold with $\mathrm{h}=-1$. Then

$$
g(-1, x)=1+x-x^{2}-x^{3}=(1-x)(1+x)^{2},
$$

and there are $n-2$ non-zero eigenvalues, so $\mathbb{R}(n / d)$ is two dimensional and a basis is $\left\{\mathrm{c}\left(\mathrm{n}, \frac{1}{2} \mathrm{n}\right), \mathrm{c}(\mathrm{n}, 0)\right\}$. $\diamond$

Example N3.3. We note that in the case $d \neq n / 2$, yet another basis of $\mathbb{R}(n / d)$ is

$$
\begin{align*}
& \mathrm{f}^{(1)}(\mathrm{n}, \mathrm{~d})=\left(\mathrm{f}_{0}, \mathrm{f}_{1}, \mathrm{f}_{0}+\mathrm{f}_{2}, \mathrm{f}_{1}+\mathrm{f}_{3}, \mathrm{f}_{0}+\mathrm{f}_{2}+\mathrm{f}_{4},\right. \\
&\left.\mathrm{f}_{1}+\mathrm{f}_{3}+\mathrm{f}_{5}, \mathrm{f}_{0}+\mathrm{f}_{2}+\mathrm{f}_{4}+\mathrm{f}_{6}, \ldots, 0,0\right),  \tag{5}\\
& \mathrm{f}^{(2)}(\mathrm{n}, \mathrm{~d})=\left(0, \mathrm{f}_{0}, \mathrm{f}_{1}, \mathrm{f}_{0}+\mathrm{f}_{2}, \mathrm{f}_{1}+\mathrm{f}_{3}, \mathrm{f}_{0}+\mathrm{f}_{2}+\mathrm{f}_{4}, \ldots, 0\right), \\
& \mathrm{f}^{(3)}(\mathrm{n}, \mathrm{~d})=\left(0,0, \mathrm{f}_{0}, \mathrm{f}_{1}, \mathrm{f}_{0}+\mathrm{f}_{2}, \mathrm{f}_{1}+\mathrm{f}_{3}, \mathrm{f}_{0}+\mathrm{f}_{2}+\mathrm{f}_{4}, \ldots\right),
\end{align*}
$$

where the $f_{j}$ are defined as in Corollary N3.8 (using the diagonals of a non-degenerate $(n / d)$-gon). Trigonometric identities ensure that $f^{(2)}(n, d)$ is in $\mathbb{R}(n / d)$, and that it is palindromic, that is, reads the same backwards as forwards; $f^{(1)}(n, d)$ and $f^{(3)}(n, d)$ are obtained from $f^{(2)}(n, d)$ by shifting the components one place to the left or right, respectively. Since they are obviously linearly independent, the three vectors form a basis for $\mathbb{R}(n / d)$.

As a numerical example, consider the case $n=6$. For $d=1$, from Example N3.2 we see that we may take $f(6,1)=(1,2,1,-1,-2,-1)$, so that the resulting basis vectors of $\mathbb{R}(6 / 1)$ are $f^{(1)}(6,1)=(1,2,2,1,0,0), f^{(2)}(6,1)=(0,1,2,2,1,0)$ and $f^{(3)}(6,1)=$ $(0,0,1,2,2,1)$. For $\mathrm{d}=2$ we may take $\mathrm{f}(6,2)=(1,0,-1,1,0,-1)$ and obtain $f^{(1)}(6,2)$ $=(1,0,0,1,0,0), f^{(2)}(6,2)=(0,1,0,0,1,0)$ and $f^{(3)}(6,2)=(0,0,0,1,0,0,1)$ as basis vectors of $\mathbb{R}(6 / 2)$. For $d=3$ as the two basis vectors of $\mathbb{R}(6 / 3)$ we may take $f^{(1)}(6,3)=(1,0,1,0,1,0)$ and $f^{(2)}(6,3)=(0,1,0,1,0,1)$.

By the above results, we have defined two bases for $\mathbb{R}(n / d)(d \neq n / 2)$, namely $\{c(n, d), s(n, d), c(n, 0)\}$ in the proof of Theorem N3.9 (see (4)) and $f^{(i)}(n, d)($ for $i=1$, 2,3 ) by relations (5) in Example N3.3. By using routine trigonometric relations, it can be seen that these bases are related in the following manner (where $\theta=2 \pi \mathrm{~d} / \mathrm{n}$ ):

$$
\begin{aligned}
& f(n, d)=f^{(1)}(n, d)-f^{(3)}(n, d)=n(c(n, d)+\cot (\theta / 2) s(n, d)), \\
& f^{(2)}(n, d)=\frac{n}{2}\left((\cos \theta-1)^{-1}(c(n, d)-c(n, 0))+\operatorname{cosec} \theta s(n, d)\right), \\
& c(n, d)=\frac{1}{n}\left(f^{(1)}(n, d)-(1+\cos \theta) f^{(2)}(n, d)+\cos \theta f^{(3)}(n, d)\right) . \\
& s(n, d)=\frac{1}{n} \sin \theta\left(f^{(2)}(n, d)-f^{(3)}(n, d)\right) \\
& c(n, 0)=\frac{1}{n}\left(\left(f^{(1)}(n, d)-2 \cos \theta f^{(2)}(n, d)+f^{(3)}(n, d)\right) .\right.
\end{aligned}
$$

Theorem N3.10. Except when $n$ is even and $d=n / 2$, the vector space $\mathbb{A}(n / d)$ of $(n / d)$-annihilating vectors has dimension $n-3$. If $n=2 d$, the dimension of $\mathbb{A}(n / d)$ is $n$ -2 .

Proof If $d \neq n / 2$, we know from Theorem N3.9 that the dimension of $\mathbb{R}(n / d)$ is 3 and from Corollary N3.3 that $\mathbb{R}(\mathrm{n} / \mathrm{d})$ and $\mathbb{A}(\mathrm{n} / \mathrm{d})$ are orthogonal complements in $\mathbb{S}(\mathrm{n})$, the $n$-dimensional vector space of all smoothing vectors of $n$-gons. We deduce that in this case the dimension of $\mathbb{A}(n / d)$ is ( $n-3)$. Recalling that if $n$ is even, the dimension of $\mathbb{R}\left(\mathrm{n} / \frac{1}{2} \mathrm{n}\right)$ is 2 , the fact that the dimension of $\mathbb{A}\left(\mathrm{n} / \frac{1}{2} \mathrm{n}\right)$ is $\mathrm{n}-2$ follows in a similar manner. $\diamond$

Examples N3.4. It is of some interest to find a basis of $\mathbb{A}(n / d)$ in each case. If $d<n / 2$ we may take the $n-3$ vectors:

$$
\left(0 j, 1,-h, h,-1,0^{n-j-4}\right) \text { for } \mathrm{j}=0,1, \ldots, \mathrm{n}-4
$$

where, as usual, 0 j signifies that the non-zero terms $1,-h, h,-1$ are to be preceded by j zeros, and $0 \mathrm{n}-\mathrm{j}-4$ means that they are to be followed by $\mathrm{n}-\mathrm{j}-4$ zeros. Here $\theta=2 \pi \mathrm{~d} / \mathrm{n}$ and $\mathrm{h}=1+2 \cos \theta$. It is clear that these vectors are linearly independent and so form a basis of $\mathbb{A}(n / d)$. In the case where $n=2 d$ is even, the $n-2$ vectors:

$$
\left(0 \mathrm{j}, 1,0,-1,0^{\mathrm{n}-\mathrm{j}-3}\right) \text { for } \mathrm{j}=0,1, \ldots, \mathrm{n}-3
$$

form a basis of $\mathbb{A}\left(n, \frac{1}{2} n\right)$.

Theorem N3.11. Except when $n$ is even and $d=n / 2$ the affine space $\mathbb{C}(n / d)$ of $(n / d)$-centralizing vectors has affine dimension ( $n-3$ ). In the exceptional case, the dimension of $\mathbb{C}\left(n / \frac{1}{2} n\right)$ is $n-2$.

Proof We recall that $c(n, 0)=\frac{1}{n}(1,1,1, \ldots, 1) \in \mathbb{C}(n / d)$. Thus if $b \in \mathbb{C}(n / d)$ then $\mathrm{S}(\mathrm{b})=\mathrm{S}(\mathrm{c}(\mathrm{n}, 0))$ and so $\mathrm{b}-\mathrm{c}(\mathrm{n}, 0)$ is an $(\mathrm{n} / \mathrm{d})$-annihilating vector. It follows that $\mathbb{C}(n / d)$ is a translate of $\mathbb{A}(n / d)$ by the vector $c(n, 0)$. Thus the affine space $\mathbb{C}(n / d)$ has the same dimension as $\mathbb{A}(n / d)$ and the results follow immediately from Theorem N3.10.

Theorem N3.12. Except when $n$ is even and $d=n / 2$ the affine space $\mathbb{D}(n / d)$ of $(\mathrm{n} / \mathrm{d})$-centralizing vectors has affine dimension ( $\mathrm{n}-2$ ). In the exceptional case, the dimension of $\mathbb{D}\left(\mathrm{n} / \frac{1}{2} \mathrm{n}\right)$ is $\mathrm{n}-1$.

Proof To determine the dimensions of the spaces $\mathbb{D}(n / d)$ we proceed as follows. We begin with a geometric method of finding the affine-regular ( $\mathrm{n} / \mathrm{d}$ )-gon that results from applying an arbitrary smoothing operation to an affine-regular ( $\mathrm{n} / \mathrm{d}$ )-gon (compare with statement (vii) of Theorem N3.1).

Let $u_{i}$ represent the unit vector $(\cos j \theta, \sin j \theta)$ where $\theta=2 \pi d / n$ and $j=0,1, \ldots$ ., $\mathrm{n}-1$. Then the vertices of a regular ( $\mathrm{n} / \mathrm{d}$ )-gon $\mathrm{P}=\left[\mathrm{V}_{0}, \ldots, \mathrm{~V}_{\mathrm{n}-1}\right]$, centered at the point with position vector c , and of radius r , have position vectors

$$
\mathrm{v}_{\mathrm{i}}=\mathrm{c}+\mathrm{ru}_{\mathrm{i}} \quad(\mathrm{i}=0,1, \ldots, \mathrm{n}-1)
$$

Therefore, if $\mathrm{b}=\left(\mathrm{b}_{0}, \ldots, \mathrm{~b}_{\mathrm{n}-1}\right)$ then $\mathrm{S}(\mathrm{b}) \mathrm{P}$ is the polygon $\mathrm{P}^{*}=\left[\mathrm{W}_{0}, \ldots, \mathrm{~W}_{\mathrm{n}-1}\right]$ where

$$
\mathrm{w}_{\mathrm{j}}=\left(\sum_{\mathrm{k}=0}^{\mathrm{n}-1} \mathrm{~b}_{\mathrm{k}}\right) \mathrm{c}+\mathrm{r}\left(\mathrm{~b}_{\mathrm{n}-\mathrm{j}} \mathrm{u}_{0}+\mathrm{b}_{1-\mathrm{j}} \mathrm{u}_{1}+\mathrm{b}_{2-\mathrm{j}} \mathrm{u}_{2}+\ldots+\mathrm{b}_{\mathrm{n}-1-\mathrm{j}} \mathrm{u}_{\mathrm{n}-1}\right) .
$$

Here, as always, subscripts k are reduced modulo n so they lie in the range $0 \leq \mathrm{k} \leq$ $\mathrm{n}-1$. Now let

$$
\begin{equation*}
\mathrm{t}(\mathrm{n}, \mathrm{~d})=\mathrm{b}_{0} \mathrm{u}_{0}+\mathrm{b}_{1} \mathrm{u}_{1}+\ldots+\mathrm{b}_{\mathrm{n}-1} \mathrm{u}_{\mathrm{n}-1}, \tag{6}
\end{equation*}
$$

If the vector $s(n, d)$ is obtained from the unit vector $u_{0}=(1,0)$ by a rotation $\phi$ and an expansion by factor $|\mathrm{s}(\mathrm{n}, \mathrm{d})|=\rho$, then $\mathrm{P}^{*}$ is obtained from P by the same rotation $\phi$ and expansion $\rho$, followed by a translation so its center becomes the point $\left(\sum_{i=0}^{n-1} b_{i}\right) c$.

Clearly, if (6) is the zero vector, $\mathrm{P}^{*}$ will be a point polygon (since then $\mathrm{r}=0$ ), and $b$ must be an ( $n / d$ )-dotting vector. Except when $n$ is even and $d=n / 2$, the condition for this to happen is that both components of $t(n, d)$ are zero, that is

$$
\begin{aligned}
& \mathrm{t}_{\mathrm{x}}(\mathrm{n}, \mathrm{~d})=\mathrm{x}_{0}+\mathrm{x}_{1} \cos \theta+\mathrm{x}_{2} \cos 2 \theta+\ldots+\mathrm{x}_{\mathrm{n}-1} \cos (\mathrm{n}-1) \theta=0 \\
& \mathrm{t}_{\mathrm{y}}(\mathrm{n}, \mathrm{~d})=\quad \mathrm{x}_{1} \sin \theta+\mathrm{x}_{2} \sin 2 \theta+\ldots+\mathrm{x}_{\mathrm{n}-1} \sin (\mathrm{n}-1) \theta=0
\end{aligned}
$$

where $\left(\mathrm{x}_{0}, \mathrm{x}_{1}, \ldots, \mathrm{x}_{\mathrm{n}-1}\right)$ are coordinates in the space $\mathbb{S}(\mathrm{n})$. Hence in this case $\mathbb{D}(\mathrm{n} / \mathrm{d})$ is defined by two independent linear equations, and its dimension is therefore $n-2$.

In the case where $n$ is even and $d=n / 2$, the vanishing of $s(n, d)$ leads to only one equation since the components are proportional. This equation is

$$
\mathrm{t}\left(\mathrm{n}, \frac{1}{2} \mathrm{n}\right)=\mathrm{x}_{0}-\mathrm{x}_{1}+\mathrm{x}_{2}-\mathrm{x}_{3}+\ldots+\mathrm{x}_{\mathrm{n}-1}=0
$$

and so $\mathbb{D}\left(n, \frac{1}{2} n\right)$ has dimension $n-1$. $\diamond$

It is worth noting that if $d_{1} \neq d_{2}$ and $b=c\left(n, d_{1}\right)$ or $s\left(n, d_{1}\right)$, then $t\left(n, d_{2}\right)$ is the zero vector. Also, if $d_{1}=d_{2} \neq n / 2$ and $b=c\left(n, d_{1}\right)$ then $t\left(n, d_{2}\right)=0$.

Putting all this information together we arrive at the following result, which completely describes the relationship between the spaces $\mathbb{R}(n / d), \mathbb{D}(n / d), \mathbb{C}(n / d)$ and A $(\mathrm{n} / \mathrm{d})$.

Theorem N3.13. In $\mathbb{S}(n)$, the space of all $n$-dimensional smoothing vectors, let $\mathbb{O}$ be the vector subspace defined by the equation $\sum_{j=0}^{n-1} x_{j}=0$, and $\mathbb{I}$ be the affine subspace defined by the equation $\sum_{j=0}^{n-1} x_{j}=1$. Then for all $n$ and $d_{1}$ :
(i) $\mathbb{A}\left(\mathrm{n} / \mathrm{d}_{1}\right)=\mathbb{D}\left(\mathrm{n} / \mathrm{d}_{1}\right) \cap \mathbb{O}$,
(ii) $\mathbb{C}\left(\mathrm{n} / \mathrm{d}_{1}\right)=\mathbb{D}\left(\mathrm{n} / \mathrm{d}_{1}\right) \cap \mathbb{I}$,
(iii) $\mathbb{R}\left(n / d_{1}\right)=\bigcap \mathbb{D}(n / d)$
where the intersection is taken over all $\mathrm{d}=1,2, \ldots, \mathrm{n}-1$ except for $\mathrm{d}=\mathrm{d}_{1}$.

The last assertion follows because every vector belonging to the intersection in (iii) reduces every regular (n/d)-component of an arbitrary $n$-gon to a point, except for the $\left(\mathrm{n} / \mathrm{d}_{1}\right)$-component.

(a)

(c)

(b)

(d)

Figure N3.1. The rooted polygon $\mathrm{Q}=\left(\mathrm{W}_{0}, \mathrm{~W}_{1}, \mathrm{~W}_{2}, \mathrm{~W}_{3}, \mathrm{~W}_{4}\right)$ is the image of the rooted polygon $\mathrm{P}=\left(\mathrm{V}_{0}, \mathrm{~V}_{1}, \mathrm{~V}_{2}, \mathrm{~V}_{3}, \mathrm{~V}_{4}\right)$ under a linear transformation. The transformation in parts (a) and (b) is the smoothing transformation $\mathrm{S}(\mathrm{b})$ determined by the smoothing vector $b=(1 / 2,1 / 2,0,0,0)$; these terms are explained in the text. The polygons P and Q in part (b) arise from polygons with the same name in part (a) by the transformation $\zeta$ which advances the root vertex to the second vertex of the original polygon. Since $S(b)$ is a smoothing operation, its action on the (unrooted) polygons is the same in parts (a) and (b). In contrast, the transformation used in (c) and (d) is not a smoothing transformation, since its matrix differs from that of $S(\mathrm{~b})$ by having the first row $(4 / 3,1 / 4,0,0,0)$, making it a noncirculant matrix. The transformation is not determined on the unrooted polygons.


Figure N3.2. Examples of the action of some regularizing vectors. (a), (b), (c) show results of applying the (4/1)-regularizing vector $\mathrm{b}=(1 / 2,1 / 2,0,0)$. (d) illustrates the (5/1)-regularizing vector $\mathrm{b}=(1,1.61803 \ldots, 1,0,0)$, and (e) the (5/2)-regularizing vector $\mathrm{b}=(1,-0.618934 \ldots, 1,0,0)$. (f) and (g) show the action of the (6/1)regularizing vectors $\mathrm{b}=(-1,0,2,3,2,0)$ and $\mathrm{b}=(1,2,2,1,0,0)$. The starting polygons are shown in heavy lines.


Figure N3.3. Examples of the action of some strictly regularizing vectors. In (a) the strictly (4/1)-regularizing vector is $(1-\mathrm{i},-1-\mathrm{i},-1+\mathrm{i}, 1+\mathrm{i}) / 2$, and in (b) the strictly (6/1)-regularizing vector is $(3-\mathrm{i} \sqrt{ } 3,-2 \mathrm{i} \sqrt{ } 3,-3-\mathrm{i} \sqrt{ } 3,-3+\mathrm{i} \sqrt{ } 3,2 \mathrm{i} \sqrt{ } 3,3+\mathrm{i} \sqrt{ } 3) / 12$.


Figure N3.4. $\mathrm{V}_{\mathrm{r}}, \mathrm{V}_{\mathrm{r}+1}, \mathrm{~V}_{\mathrm{r}+2}$ are three consecutive vertices of an ( $\mathrm{n} / \mathrm{d}$ )-gon centered at $X$, and $\theta=2 \pi d / n$. This diagram is used in establishing equation (2) and thereby constructing an ( $\mathrm{n} / \mathrm{d}$ )-centralizing vector.


$$
\begin{gathered}
\mathrm{n}=4, \mathrm{~d}=1 \\
\mathrm{f}=(1,1,-1,-1)
\end{gathered}
$$



$$
\begin{aligned}
& \mathrm{n}=5, \quad \mathrm{~d}=1 \\
& \mathrm{f}=\mathrm{l}, \mathrm{t}, 0,-\mathrm{t},-1)
\end{aligned}
$$



$$
\begin{gathered}
\mathrm{n}=5, \mathrm{~d}=2 \\
\mathrm{f}=(1,1-t, 0, \mathrm{t}-1,-1)
\end{gathered} \quad \mathrm{f}=(1,2,1,-1,-2,-1)
$$



Figure N3.5. Examples illustrating the calculation of the regularizing vectors $f=f(n, d)$ defined in Corollary N3.8.


Figure N3.6. Illustration of the arguments in the proof of Corollary N3.8.

## N4. Affine-Regular Components.

From Corollary N2.3 and the accompanying comments we know that each rooted $n$-gon $P$ can be written uniquely as a vertex sum of a point polygon and the $m=[n / 2]$ affine-regular rooted $n$-gons $A_{d}=\alpha_{n, d}(P)$ called the affine-regular components of P:

$$
\begin{equation*}
\mathrm{P}=\mathrm{A}_{0}+\ldots+\mathrm{A}_{\mathrm{m}}, \tag{1}
\end{equation*}
$$

where $A_{d} \in \mathscr{S}(\mathrm{n} / \mathrm{d})$. In Section N 1 , vectors representing these components were obtained as the images, under orthogonal projection onto the subspaces $\mathbb{U}(n / d)$, of the vector representing $P$. We shall now show how the vectors representing the affine-regular components $\mathrm{A}_{d}$, and thus also the decomposition into affine-regular components, can also be obtained using smoothing vectors.

We begin by considering the regularizing vectors $c(n, d)$ introduced in Section N3 and defined by

$$
\mathrm{c}(\mathrm{n}, \mathrm{~d})=\frac{1}{\mathrm{n}}(1, \cos \theta, \cos 2 \theta, \ldots, \cos (\mathrm{n}-1) \theta)
$$

with $\theta=2 \pi d / n$. In order to reduce the number of parentheses, we shall use the notation $c_{n, d}$ instead of $c(n, d)$.

From Corollary N3.7 we know that $\sum_{d=0}^{m} \quad \varepsilon_{n, d} c_{n, d}=u$, where $u=(1,0,0, \ldots, 0)$, with $\varepsilon_{\mathrm{n}, \mathrm{d}}=1$ if $\mathrm{d}=0$ or $\mathrm{n} / 2$ (for even n ) and $\varepsilon_{\mathrm{n}, \mathrm{d}}=2$ in all other cases. Hence for any n -gon P

$$
\begin{equation*}
\sum \sum_{d=0}^{m} \quad \varepsilon_{n, d} S\left(c_{n, d}\right) P=S\left(\sum_{d=0}^{m} \quad \varepsilon_{n, d} c_{n, d}\right) P=S(u) P=I P=P \tag{2}
\end{equation*}
$$

where the shadowed summation sign represents a vertex sum of polygons, and $S(b)$ is the smoothing operation with smoothing vector $b$. Then, recalling that $c_{n, d}$ is an ( $\mathrm{n} / \mathrm{d}$ )-regularizing vector and hence that $\varepsilon_{\mathrm{n}, \mathrm{d}} \mathrm{S}\left(\mathrm{c}_{\mathrm{n}, \mathrm{d}}\right) \mathrm{P}$ is an affine-regular ( $\mathrm{n} / \mathrm{d}$ )-gon, by comparing (1) and (2) it follows from the uniqueness of the decomposition into affine-regular components that $\varepsilon_{n, d} S\left(c_{n, d}\right) P$ is the affine-regular (n/d)-component $A_{d}$ of $P$.

It is worth noting that if $\mathrm{d} \neq 0$, the sum of the components of the smoothing vector $c_{n, d}$ is 0 . Hence by Theorem $N 3.1(v)$ each of the components $A_{1}, A_{2}, \ldots, A_{m}$
is centered at the origin. Since the sum of the components of $c_{n, 0}$ is 1 , by Theorem N3.1(iv) the component $\mathrm{A}_{0}$ is a point polygon whose center coincides with that of P .

Finally we observe that, since the representation (1) of P is unique, if P is an affine-regular ( $\mathrm{n} / \mathrm{d}$ )-gon for some $\mathrm{d} \neq 0$, then all the components in (1) must be zero polygons except for $A_{0}$ and $A_{d}$. In other words, in this case, $A_{d}$ is the translate of $P$ whose center lies at the origin, and $A_{0}$ is a point polygon which coincides with the center of P. Thus we have:

Theorem N4.1. If $e \neq d$ and $e \neq 0$, then the ( $n / e$ )-regularizing vector $c_{n, e}$ is an $(\mathrm{n} / \mathrm{d})$-annihilating vector; the vector $\mathrm{c}_{\mathrm{n}, 0}$ is an $(\mathrm{n} / \mathrm{d})$-centralizing vector.

*     *         *             *                 * 

If $g_{d}$ is an $(n / d)$-centralizing vector, then the smoothing operation $S\left(g_{d}\right)$ applied to P has the effect of annihilating its affine-regular ( $\mathrm{n} / \mathrm{d}$ )-component, and, by Theorem N3.1(vii), mapping every other affine-regular ( $\mathrm{n} / \mathrm{e}$ )-component of P to an affine-regular (n/e)-gon. Hence, given a set $\left\{g_{0}, g_{1}, \ldots, g_{m-1}\right\}$ of centralizing vectors and applying, in any order, all the smoothing operations $S\left(g_{d}\right)$ with $d \neq e$, we obtain an affine-regular (n/e)-gon $\mathrm{P}^{*}$. However, much more can be said in the special case that $g_{d}=b_{n, d}$, where

$$
b_{n, d}=\frac{1}{2}(1-\cos \theta)^{-1}(-2 \cos \theta, 1,0, \ldots, 0,1) \quad \text { for } d=1, .2, . ., m \text {, }
$$

is the vector we have seen in Theorem N3.2 (called there $b^{(1)}$ ), and $\theta=2 \pi \mathrm{~d} / \mathrm{n}$. The procedure just described yields now polygons homothetic to the affine-regular components of the starting polygon. Specifically, we have:

Theorem N4.2. Let $\left(d_{0}, d_{1}, \ldots, d_{m-1}\right)$ be a permutation of $(1,2, \ldots, m)$ and let $P$ be any $n$-gon. Then $Q=S\left(b_{n, d_{1}}\right) S\left(b_{n, d_{2}}\right) \ldots S\left(b_{n, d_{m-1}}\right) P$ is an affine-regular $\left(\mathrm{n} / \mathrm{d}_{0}\right)$-gon. More precisely, Q has the same center as P and is homothetic to the affine-regular ( $\mathrm{n} / \mathrm{d}_{0}$ )-component of P . The ratio of homothecy is

$$
\lambda=\prod_{\mathrm{j}=1}^{\mathrm{m}-1} \quad \lambda\left(\mathrm{n}, \mathrm{~d}_{\mathrm{j}}, \mathrm{~d}_{0}\right),
$$

where $\lambda\left(\mathrm{n}, \mathrm{d}_{\mathrm{j}}, \mathrm{d}_{0}\right)=\left(\cos \mathrm{d}_{0} \phi-\cos \mathrm{d}_{\mathrm{j}} \phi\right) /\left(1-\cos \mathrm{d}_{\mathrm{j}} \phi\right)$, with $\phi=2 \pi / \mathrm{n}$.

Proof The assertions concerning the affine-regularity of $Q$ and the coincidence of its center with that of P follow from Theorems N4.1 and N3.1(iv), by observing that the sum of the components of each vector $b_{n, d}$ is 1 .

The (possibly negative) coefficient of homothecy can be calculated quite easily, since we may determine $\lambda\left(\mathrm{n}, \mathrm{d}, \mathrm{d}_{0}\right)$ by considering the case in which P is the standard regular ( $n / d_{0}$ )-gon $R_{n, d}$. From the symmetry of the construction (see Figure $\mathrm{N} 4.1)$ it follows that $\lambda\left(\mathrm{n}, \mathrm{d}, \mathrm{d}_{0}\right)=\mid \mathrm{CDI} / / \mathrm{CV}_{0} \mathrm{l}$, hence

$$
\lambda\left(\mathrm{n}, \mathrm{~d}, \mathrm{~d}_{0}\right)=\left(\cos \frac{2 \pi \mathrm{~d}_{0}}{\mathrm{n}}-\cos \frac{2 \pi \mathrm{~d}}{\mathrm{n}}\right) /\left(1-\cos \frac{2 \pi \mathrm{~d}}{\mathrm{n}} .\right)
$$

as claimed. $\diamond$
The result of Theorem N4.2 is illustrated in the first two parts of Figure N4.2. It shows, in (a), the decomposition of a pentagon into the vertex sum of its affineregular components and in (b) the affine-regular polygons obtained by applying to it either $S\left(b_{n, 1}\right)$ or $S\left(b_{n, 2}\right)$. As $m=[5 / 2]=2$, so $m-1=1$, and the ratio of homothecy $\lambda$ reduces to a single factor $\lambda(5,1,2)=5.854101966 \ldots$ or $\lambda(5,2,1)=$ $-0.854101966 \ldots$. The meaning of part (c) will become clear soon.

The smoothing operations $S\left(b_{n, d}\right)$ have an unexpected geometric description which is analogous to the generalizations of Napoleon's Theorem for polygons to be discussed later.

Given n and d (with $1 \leq \mathrm{d}<\mathrm{n} / 2$ ) and three not necessarily distinct and possibly collinear points, there is a unique affine-regular polygon in $\lceil(n / d)$ for which the given points are three successive vertices. Starting from a given $n$-gon P , and applying this construction to every triplet of consecutive vertices of $P$ we obtain $n$ affine-regular ( $\mathrm{n} / \mathrm{d}$ )-gons. Their centers form a new n -gon which we shall denote by $\mathrm{P}^{(\mathrm{d})}$. If n is even, for $\mathrm{d}=\mathrm{n} / 2$ we define $\mathrm{P}^{(\mathrm{d})}$ as the n -gon obtained from P by applying the smoothing vector $\left(\frac{1}{4}, \frac{1}{2}, \frac{1}{4}, 0,0, \ldots, 0\right)$ - in other words we take the midpoints of the edges of P as the vertices of a polygon $\mathrm{P}^{*}$, and then $\mathrm{P}^{(\mathrm{n} / 2)}$ is the polygon whose vertices are the midpoints of the edges of $\mathrm{P}^{*}$. The analogue of Theorem N4.2, illustrated for $\mathrm{n}=4$ and $\mathrm{n}=6$ in Figure N4.3, is:

Theorem N4.3. Let $\left(d_{0}, d_{1}, \ldots, d_{m-1}\right)$ be a permutation of $(1,2, \ldots, m)$ and let $P$
 gon. Moreover, $\mathrm{Q}^{*}$ coincides with the polygon Q in Theorem N4.2.

Proof In order to show that $Q^{*}=Q$, it is sufficient to establish that $P^{(d)}=S\left(b_{n, d}\right) P$. To find the center C of an affine-regular ( $\mathrm{n} / \mathrm{d}$ )-gon determined by noncollinear points $\mathrm{V}_{-1}, \mathrm{~V}_{0}, \mathrm{~V}_{1}$ taken as three consecutive vertices, we may without loss of generality
assume that the resulting polygon is the standard regular polygon $\mathrm{R}_{\mathrm{n}, \mathrm{d}}$. Then (see Figure N4.4) we clearly have

$$
\begin{equation*}
C=(2-2 \cos \theta)^{-1}\left(V_{-1}-2 V_{0} \cos \theta+V_{1}\right) \tag{3}
\end{equation*}
$$

where $\theta=2 \pi d / n$. Thus $P^{(d)}$ is obtained from $P$ by using the smoothing operation determined by the smoothing vector $\mathrm{b}=(2-2 \cos \theta)^{-1}(-2 \cos \theta, 1,0, \ldots, 0,1)$, which coincides with $b_{n, d}$. The case of collinear starting triplet of points may be disposed of by approximation and continuity, or by direct calculations. $\diamond$

As we shall see later, it is of some interest to consider polygons in families determined by the requirement that certain affine-regular components are either absent, or else guaranteed to be present, in the decomposition of the polygon into the vertex sum of affine-regular ( $\mathrm{n} / \mathrm{d}$ )-components given by Corollary N2.3. In order to be able to concisely deal with such situations, we introduce the following notation. Let $\mathrm{D}=\left\{\mathrm{d}_{1}, \mathrm{~d}_{2}, \ldots, \mathrm{~d}_{\mathrm{k}}\right\}$ be a set of integers such that $1 \leq \mathrm{d}_{1}<\mathrm{d}_{2}<\ldots<\mathrm{d}_{\mathrm{k}} \leq \mathrm{n} / 2$. We shall denote by $\mathbb{A}(n, \subset D)$ the set of those $n$-gons for which the affine-regular $(n / d)$-component is nontrivial only if $d \in D$. We shall use the symbols $\mathbb{A}(n,=D)$, $\mathbb{A}(\mathrm{n}, \supset \mathrm{D}), \mathbb{A}(\mathrm{n}, \| \mathrm{D})$, in a similar way, to indicate the families of those n -gons P for which the set
$\{\mathrm{d} \mid$ the affine-regular ( $\mathrm{n} / \mathrm{d}$ )-component of P is nontrivial $\}$
equals D , contains D , or is disjoint from D , respectively.

In a few cases with small n , reasonably simple geometric conditions characterize the polygons belonging to some of these sets. The examples given below follow directly from the definitions.

Examples N4.1. (1) If $n=4$ or 5 there are only $m=[n / 2]=2$ affine-regular components, so the absence of one implies that the polygon must be a translate of the other. For example, if $\mathrm{n}=5$, then $\mathrm{P} \in \mathbb{A}(5, \|\{1\})$ means that the affine-regular (5/1)-component of P is absent; this happens if and only if $\mathrm{P} \in \mathbb{A}(5,=\{2\})$ is an affine-regular (5/2)-gon (pentagram).
(2) A hexagon $\mathrm{P}=\left[\mathrm{V}_{0}, \ldots, \mathrm{~V}_{5}\right] \in \in \mathbb{A}(6, \|\{1\})$ if and only if one of the following equivalent conditions holds (see Figure N4.5(a)):
(a) For each $i=0, \ldots, 5, v_{i}-v_{i+3}=v_{i+4}-v_{i+1}$, that is, the principal diagonals of P are equal in length and parallel.
(b) For each $\mathrm{i}=0, \ldots, 5$, the centers of opposite edges $\left[\mathrm{V}_{\mathrm{i}}, \mathrm{V}_{\mathrm{i}+1}\right]$ and $\left[\mathrm{V}_{\mathrm{i}+3}, \mathrm{~V}_{\mathrm{i}+4}\right]$ coincide. In other words, the midpoints of the edges of P are the vertices of a (6/2)-gon.
(c) The centroids of each of the six triples of consecutive vertices of P are the vertices of an affine-regular (6/3)-gon.
(3) A hexagon $\mathrm{P}=\left[\mathrm{V}_{0}, \ldots, \mathrm{~V}_{5}\right] \in \mathbb{A}(6, \|\{2\})$ if and only if the midpoints of the edges of P are the vertices of an affine-regular (6/1)-gon (see Figure N4.5(b)).
(4) A hexagon $\mathrm{P}=\left[\mathrm{V}_{0}, \ldots, \mathrm{~V}_{5}\right] \in \mathbb{A}(6, \|\{2\})$ if and only if the centroids of triples of consecutive vertices of P are the vertices of an affine-regular (6/1)-gon (see Figure N4.5(c)).

We conclude this section by establishing the result mentioned in Section N2.
Theorem N4.4. If $P$ is a rooted $n$-gon centered at the origin, and

$$
\begin{equation*}
\mathrm{P}=\mathrm{A}_{1}+\ldots+\mathrm{A}_{\mathrm{m}}, \tag{4}
\end{equation*}
$$

is its representation as a vertex sum of $\mathrm{m}=[\mathrm{n} / 2]$ affine-regular ( $\mathrm{n} / \mathrm{d}$ )-gons then

$$
\begin{equation*}
\alpha(\mathrm{P})=\alpha\left(\mathrm{A}_{1}\right)+\ldots+\alpha\left(\mathrm{A}_{\mathrm{m}}\right) \tag{5}
\end{equation*}
$$

where $\alpha$ denotes the signed areas of the polygons.
Notice that although area is not an affine invariant, relation (5) is a valid statement in affine geometry. For if it holds in any Euclidean realization of the polygons, then applying an affine transformation will multiply all the areas by the same factor. In the following proof it is therefore sufficient to work in the Euclidean plane.

Proof We determine the affine-regular components $A_{d}$ using the regularizing vectors $\mathrm{c}(\mathrm{n}, \mathrm{d})$ of Corollary N3.6. Consider first $\mathrm{A}_{\mathrm{d}}$ where $0<\mathrm{d}<\mathrm{n} / 2$. Then the first two vertices $\mathrm{W}_{0}$ and $\mathrm{W}_{1}$ of $\mathrm{A}_{\mathrm{d}}=\left[\mathrm{W}_{0}, \mathrm{~W}_{1}, \ldots, \mathrm{~W}_{\mathrm{n}-1}\right]$ have position vectors given by

$$
\begin{aligned}
& \mathrm{w}_{0}=\frac{2}{\mathrm{n}}\left(\mathrm{v}_{0}+\mathrm{v}_{1} \cos d \phi+\mathrm{v}_{2} \cos 2 d \phi+\ldots \mathrm{v}_{\mathrm{n}-1} \cos (\mathrm{n}-1) \mathrm{d} \phi\right) \\
& \mathrm{w}_{1}=\frac{2}{\mathrm{n}}\left(\mathrm{v}_{0} \cos (\mathrm{n}-1) d \phi+\mathrm{v}_{1}+\mathrm{v}_{2} \cos \mathrm{~d} \phi+\ldots \mathrm{v}_{\mathrm{n}-1} \cos (\mathrm{n}-2) \mathrm{d} \phi\right)
\end{aligned}
$$

where $\mathrm{P}=\left[\mathrm{V}_{0}, \ldots, \mathrm{~V}_{\mathrm{n}-1}\right]$ and $\phi=2 \pi / \mathrm{n}$. Let the coordinates of $\mathrm{V}_{\mathrm{i}}$ be $\left(\mathrm{v}_{\mathrm{i}, 0}, \mathrm{v}_{\mathrm{i}, 1}\right)$ and those of $\mathrm{W}_{\mathrm{j}}$ be $\left(\mathrm{w}_{\mathrm{j}, 0}, \mathrm{w}_{\mathrm{j} 1},\right)$. Then the area of the triangle $\left[\mathrm{O}, \mathrm{W}_{0}, \mathrm{~W}_{1}\right]$ is

$$
\frac{1}{2} \quad \operatorname{det}\left[\begin{array}{ll}
w_{00} & w_{01}  \tag{6}\\
w_{10} & w_{11}
\end{array}\right]
$$

where

$$
\begin{aligned}
& \mathrm{w}_{0,0}=\mathrm{v}_{0,0}+\mathrm{v}_{1,0} \cos \mathrm{~d} \phi+\mathrm{v}_{2,0} \cos 2 \mathrm{~d} \phi+\ldots+\mathrm{v}_{\mathrm{n}-1,0} \cos (\mathrm{n}-1) \mathrm{d} \phi \\
& \mathrm{w}_{0,1}=\mathrm{v}_{0,1}+\mathrm{v}_{1,1} \cos \mathrm{~d} \phi+\mathrm{v}_{2,1} \cos 2 \mathrm{~d} \phi+\ldots+\mathrm{v}_{\mathrm{n}-1,1} \cos (\mathrm{n}-1) \mathrm{d} \phi \\
& \mathrm{w}_{1,0}=\mathrm{v}_{0,0} \cos (\mathrm{n}-1) \mathrm{d} \phi+\mathrm{v}_{1,0}+\mathrm{v}_{2,0} \cos \mathrm{~d} \phi+\ldots+\mathrm{v}_{\mathrm{n}-1,0} \cos (\mathrm{n}-2) \mathrm{d} \phi \\
& \mathrm{w}_{1,1}=\mathrm{v}_{0,1} \cos (\mathrm{n}-1) \mathrm{d} \phi+\mathrm{v}_{1,1}+\mathrm{v}_{2,1} \cos \mathrm{~d} \phi+\ldots+\mathrm{v}_{\mathrm{n}-1,1} \cos (\mathrm{n}-2) \mathrm{d} \phi
\end{aligned}
$$

Upon substituting, we see that the determinant (6) may be written as the sum of $n^{2}$ terms, thus

$$
\frac{2}{\mathrm{n}^{2}} \sum \mathrm{v}_{\mathrm{r}, 0} \mathrm{v}_{\mathrm{s}, 1} \operatorname{det}\left[\begin{array}{cc}
\cos \mathrm{rd} \phi & \cos \mathrm{sd} \phi  \tag{7}\\
\cos (\mathrm{r}-1) \mathrm{d} \phi & \cos (\mathrm{~s}-1) \mathrm{d} \phi
\end{array}\right]
$$

where the summation here, and in all later sums where no bounds are indicated, is over all $r$ and $s$ in the range 0 to $n-1$. The coefficient of $v_{r, 0} v_{s, 1}$ in (7) is

$$
\begin{aligned}
& \cos \mathrm{rd} \phi \cos (\mathrm{~s}-1) \mathrm{d} \phi-\cos (\mathrm{r}-1) \mathrm{d} \phi \cos \mathrm{sd} \phi \\
&=\frac{1}{2}(\cos (\mathrm{r}+\mathrm{s}-1) \mathrm{d} \phi+\cos (\mathrm{r}-\mathrm{s}+1) \mathrm{d} \phi-\cos (\mathrm{r}+\mathrm{s}-1) \mathrm{d} \phi-\cos (\mathrm{r}-\mathrm{s}-1) \mathrm{d} \phi) \\
&=\frac{1}{2}(\cos (\mathrm{r}-\mathrm{s}+1) \mathrm{d} \phi-\cos (\mathrm{r}-\mathrm{s}-1) \mathrm{d} \phi)
\end{aligned}
$$

and therefore (7) takes the value

$$
\begin{equation*}
\frac{1}{\mathrm{n}^{2}} \sum \mathrm{v}_{\mathrm{r}, 0} \mathrm{v}_{\mathrm{S}, 1}(\cos (\mathrm{r}-\mathrm{s}+1) \mathrm{d} \phi-\cos (\mathrm{r}-\mathrm{s}-1) \mathrm{d} \phi) \tag{8}
\end{equation*}
$$

Since only the difference $(r-s)$ occurs in the coefficients, it follows that all the triangles $\left[\mathrm{O}, \mathrm{W}_{0}, \mathrm{~W}_{1}\right],\left[\mathrm{O}, \mathrm{W}_{1}, \mathrm{~W}_{2}\right], \ldots,\left[\mathrm{O}, \mathrm{W}_{\mathrm{n}-1}, \mathrm{~W}_{0}\right]$ have equal areas. This is obvious geometrically since $A_{d}=\left[W_{0}, W_{1}, \ldots W_{n-1}\right]$ is an affine-regular ( $n / d$ )-gon centered at $O$. Hence the total area of $A_{d}$ can be found by multiplying (8) by $n$, that is,

$$
\begin{gather*}
\alpha\left(A_{d}\right)=\frac{1}{n} \sum^{\mathrm{v}_{\mathrm{r}, 0} \mathrm{v}_{\mathrm{s}, 1}(\cos (\mathrm{r}-\mathrm{s}+1) \mathrm{d} \phi-\cos (\mathrm{r}-\mathrm{s}-1) \mathrm{d} \phi)} \begin{array}{c}
\left.\frac{1}{2 \mathrm{n}} \sum_{\mathrm{v}_{\mathrm{r}, 0} \mathrm{v}_{\mathrm{s}, 1}(\cos (\mathrm{r}-\mathrm{s}+1) \mathrm{d} \phi+\cos (\mathrm{r}-\mathrm{s}+1)(\mathrm{n}-\mathrm{d}) \phi} \quad-\cos (\mathrm{r}-\mathrm{s}-1) \mathrm{d} \phi-\cos (\mathrm{r}-\mathrm{s}-1)(\mathrm{n}-\mathrm{d}) \phi\right)
\end{array}
\end{gather*}
$$

A similar calculation for $d=0$ yields the value 0 which we may write in the form

$$
\begin{equation*}
\alpha\left(\mathrm{A}_{\mathrm{d}}\right)=\sum \mathrm{v}_{\mathrm{r}, 0} \mathrm{v}_{\mathrm{s}, 1}(\cos (\mathrm{r}-\mathrm{s}+1) \cdot 0 \phi-\cos (\mathrm{r}-\mathrm{s}-1) \cdot 0 \phi) \tag{10}
\end{equation*}
$$

and if $n$ is even, so $n=2 m$, the area of the $(\mathrm{n} / \mathrm{m})$-component also turns out to be 0 which we can write in the form

$$
\begin{equation*}
\alpha\left(\mathrm{A}_{\mathrm{d}}\right)=\frac{1}{2 \mathrm{n}} \sum \mathrm{v}_{\mathrm{r}, 0} \mathrm{v}_{\mathrm{s}, 1}(\cos (\mathrm{r}-\mathrm{s}+1) \mathrm{m} \phi-\cos (\mathrm{r}-\mathrm{s}-1) \mathrm{m} \phi) \tag{11}
\end{equation*}
$$

From (9), (10) and (11) we obtain

$$
\alpha\left(A_{1}\right)+\ldots+\alpha\left(A_{m}\right)=\frac{1}{2 n} \sum_{r, 0} v_{s, 1}\left(\sum_{d=0}^{n-1} \cos (r-s+1) d \phi-\sum_{d=0}^{n-1} \cos (r-s-1) d \phi\right)
$$

All the terms in the sum vanish except when the coefficient of $\phi$ is 0 , and this occurs if $r-s= \pm 1$. In this case the sum of the coefficients is $n$. Hence

$$
\begin{aligned}
& \left.\alpha\left(\mathrm{A}_{1}\right)+\ldots+\alpha\left(\mathrm{A}_{\mathrm{m}}\right)=\left[\begin{array}{cc}
v_{r, 0} & v_{r, 1} \\
v_{r+1,0} & v_{r+1,1}
\end{array}\right]-\sum_{\mathrm{r}=0}^{\mathrm{n}-1} \mathrm{~V}_{\mathrm{r}+1,0} \mathrm{v}_{\mathrm{r}, 1}\right) \\
& \quad=\sum_{\mathrm{r}=0}^{\mathrm{n}-1} \operatorname{det}\left[\begin{array}{cc}
v_{r, 0} & v_{r, 1} \\
v_{r+1,0} & v_{r+1,1}
\end{array}\right]=\sum_{\mathrm{r}=0}^{\mathrm{n}-1} \mathrm{a}\left(\left[\mathrm{O}, \mathrm{~V}_{\mathrm{r}}, \mathrm{~V}_{\mathrm{r}+1}\right]\right)=\alpha(\mathrm{P}) .
\end{aligned}
$$

Therefore the area of P is equal to the sum of the areas of its affine components. $\diamond$
There is a corresponding result for the regular components of an $n$-gon:
Corollary N4.5. If $P$ is an $n$-gon centered at the origin, and

$$
P=R_{1}+R_{2}+\ldots+R_{n-1}
$$

is the representation of P in terms of its regular components, then

$$
\begin{equation*}
\alpha(P)=\alpha\left(R_{1}\right)+\alpha\left(R_{2}\right)+\ldots+\alpha\left(R_{n-1}\right) \tag{12}
\end{equation*}
$$

where $\alpha$ represents the signed areas of the polygons.

Proof In all cases, except when $\mathrm{n}=2 \mathrm{~d}$, we have (see Corollary N2.2)

$$
\mathrm{Q}_{\mathrm{d}}=\mathrm{R}_{\mathrm{d}}+\mathrm{R}_{\mathrm{n}-\mathrm{d}}
$$

where $Q_{d}$ is an affine-regular $(n / d)$-gon, and $R_{d}, R_{n-d}$ are regular ( $n / d$ )- and $(\mathrm{n} /(\mathrm{n}-\mathrm{d}))$-gons. Referring to the proof of Corollary N2.2 and using the same notation, we see that

$$
\begin{aligned}
& \alpha\left(\mathrm{Q}_{\mathrm{d}}\right)=(\mathrm{b} / \mathrm{a}) \alpha(\mathrm{R}), \\
& \alpha\left(\mathrm{R}_{d}\right)=[(a+b) / 2 a]^{2} \alpha(\mathrm{R}) \\
& \alpha\left(\mathrm{R}_{\mathrm{n}-\mathrm{d}}\right)=[(\mathrm{a}-\mathrm{b}) / 2 \mathrm{a}]^{2} \alpha\left(\mathrm{R}^{\prime}\right)=-[(\mathrm{a}-\mathrm{b}) / 2 a]^{2} \alpha(\mathrm{R}) .
\end{aligned}
$$

Hence $\alpha\left(Q_{d}\right)=\alpha\left(R_{d}\right)+\alpha\left(R_{n-d}\right)$. Thus for $d=1, \ldots[(n-1) / 2]$,

$$
\alpha\left(\mathrm{A}_{\mathrm{d}}\right)=\alpha\left(\mathrm{R}_{\mathrm{d}}\right)+\alpha\left(\mathrm{R}_{\mathrm{n}-\mathrm{d}}\right) .
$$

Substituting these values in (5), and noting that $\alpha\left(\mathrm{R}_{\mathrm{n} / 2}\right)=0$, we obtain (12). $\diamond$


Figure N4.1. An illustration of the calculation of the coefficient of homothecy $\lambda\left(n, d, d_{0}\right)$ using three adjacent vertices of the regular ( $n / d_{0}$ )-gon; here $\theta_{0}=2 \pi d_{0} / n$. The point $\mathrm{D}=\left(\mathrm{V}_{-1}-2 \cos \theta \mathrm{~V}_{0}+\mathrm{V}_{1}\right) /(2-2 \cos \theta)$, with $\theta_{0}=2 \pi \mathrm{~d} / \mathrm{n}$, is the vertex of the affine-regular ( $n / \mathrm{d}_{0}$ )-gon Q that corresponds under $\mathrm{S}\left(\mathrm{b}_{\mathrm{n}, \mathrm{d}}\right)$ to the vertex $\mathrm{V}_{0}$ of the standard regular $\left(n / d_{0}\right)$-gon $R_{n, d}$; hence $\lambda\left(n, d, d_{0}\right)=\left|C, V_{0}\right| / I C, D I$, as used in the proof.

(a)

(b)

(c)

Figure N4.2. Comparison, as explained in the text, of (a) the affine-regular components of a pentagon, to (b) the affine-regular polygons, homothetic to these components, which result by applying the smoothing operations determined by the vectors $b_{n, d}$. The alternative interpretation of the latter, explained in Theorem N4.3, is indicated by the dotted lines in (c). In order to avoid clutter, only two of the affineregular (5/1)-gons are shown in (c), and their centers - which are vertices of the resulting affinely regular (5/2)-gon - are indicated by the solid dots.


Figure N4.3. Illustrations of the statement of Theorem N4.3 for $n$-gons with $n=4$ and $n=6$ and all possible choices of $d_{0}$ are shown on the right. On the left we show, for comparison, the affine-regular components of the same polygons.


Figure N4.4 The calculation of the coefficients needed to show relation (3) can be accomplished easily using the point $\mathrm{E}=\left(\cos \theta_{0}, 0\right)$; here $\theta_{0}=2 \pi d_{0} / \mathrm{n}$ is the central angle of the standard regular ( $\mathrm{n} / \mathrm{d}_{0}$ )-gon $\mathrm{R}_{\mathrm{n}, \mathrm{d}}$. The center of the affine-regular ( $\mathrm{n} / \mathrm{d}$ )gon is at D , and this is the vertex of $\mathrm{P}^{(\mathrm{d})}$ resulting from $\mathrm{V}_{0}$. The ratio $\mathrm{CV}_{0} / \mathrm{EV}_{0}=$ $1 /\left(1-\cos \theta_{0}\right)$, and similarly $\mathrm{DV}_{0} / E V_{0}=1 /(1-\cos \theta)$, with $\theta=2 \pi \mathrm{~d} / \mathrm{n}$. Then the desired ratio $\mathrm{CD} / \mathrm{CV}_{0}$ has the same value as $\lambda\left(\mathrm{n}, \mathrm{d}, \mathrm{d}_{0}\right)$ from Theorem N 4.2 .


Figure N4.5. Examples of hexagons for which one affine-regular component is missing. The missing component is $(6 / 1)$ in (a), (6/2) in (b), and (6/3) in (c).

## N5. The general Napoleon's Theorem.

In Sections N3 and N4 we were concerned with smoothing operations $S(b)$ determined by smoothing vectors $b=\left(b_{0}, b_{1}, \ldots, b_{n-1}\right)$; the components $b_{j}$ of $b$, which acted as multipliers of the vectors $\mathrm{v}_{\mathrm{j}}$ that represented the vertices of polygons under consideration, were taken as real numbers. If their sum satisfies $\sum_{j=0}^{n-1} b_{j}=1$, the operation $S(b)$ is independent of the choice of the origin of the coordinate ${ }^{j=0}$ system of $\mathbb{E}^{2}$. One can generalize these ideas by allowing "smoothing vectors" $b=\left(b_{0}, b_{1}, \ldots, b_{n-1}\right)$ in which each component $b_{j}$ is a linear transformation, conveniently represented by a $2 \times 2$ matrix. In order to be independent of the coordinate system the components $b_{j}$ have to add up to the $2 \times 2$ identity matrix $\mathbf{I}_{2}$.

For example (see Figure N5.1(a) the smoothing operation $S(b)$ which to each vertex $V_{j}$ assigns a vertex $W_{j}$ by the requirement that $w_{j}-v_{j}$ is obtained by clockwise rotation through $90^{\circ}$ of the vector $\left(\mathrm{v}_{\mathrm{j}+1}-\mathrm{v}_{\mathrm{j}-1}\right) / 2$, can be described by

$$
\mathrm{b}=\left(\left[\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right],\left[\begin{array}{cc}
0 & 1 / 2 \\
-1 / 2 & 0
\end{array}\right], 0,0, \ldots, 0,\left[\begin{array}{cc}
0 & -1 / 2 \\
1 / 2 & 0
\end{array}\right]\right) .
$$

In particular, if $n=4$, then the image $Q=S(b) P$ of any quadrangle $P$ is a quadrangle with perpendicular and equally long diagonals, see Figure N5.1(b).

As we shall see later, the ideas of the preceding sections, as well as the one just discussed, can be adapted to polygons in higher-dimensional spaces. However, for our present interests - polygons in the plane - it is both technically and conceptually advantageous to take a different point of view, which we have been mentioning from time to time. So far, each point V has been represented by a vector v , and the case of the plane, we wrote $v=\left(v_{0}, v_{1}\right)$. From now on, without fear of confusion, we shall use the same notation $v$ for the complex number $\mathrm{v}_{0}+\mathrm{iv}_{1}$. It turns out that this approach simplifies both the notation and the calculations.

In the previous sections we have been chiefly concerned with the affine properties of polygons where real vectors and real smoothing operations are appropriate. In this section we shall concentrate on Euclidean properties, and here representation of points in the plane by complex numbers, and complex smoothing operations are more useful. The reason for this is that in Euclidean geometry, angles and rotations play an important role - in contrast to affine geometry in which angles are not defined. Multiplication by a
complex number re ${ }^{\mathrm{i} \phi}$ corresponds to stretching in ratio r and rotation through angle $\phi$. Most assertions made about real smoothing vectors continue to hold in the complex case; for example, such operations commute.

It would be possible to derive all the results of this section without the use of complex numbers, continuing to use real vectors as before. Then multiplication by a


Figure N5.1. (a) A smoothing operation defined by a linear operation described in the text. (b) When applied to an arbitrary quadrangle, this linear operation produces a quadrangle in which the diagonals are perpendicular and have the same length.
complex number would correspond to multiplication by a suitable $2 \times 2$ matrix. On the other hand, in contrast to the situation concerning polygons in higher-dimensional spaces, the matrix approach outlined above can be adapted very easily to the use of complex numbers. In the example given above, instead of the matrix $\left[\begin{array}{cc}0 & 1 / 2 \\ -1 / 2 & 0\end{array}\right]$ we would use the complex number $-\mathrm{i} / 2$, and the smoothing vector $(1,-\mathrm{i} / 2,0, \ldots, 0, \mathrm{i} / 2)$.

The merits of the approach using complex numbers is well illustrated by our first theorem, which may be regarded as the Euclidean counterpart of Theorem N2.2.

Theorem N5.1. The polygon $\mathrm{P}=\left[\mathrm{V}_{0}, \ldots \mathrm{~V}_{\mathrm{n}-1}\right] \in \mathscr{O}(\mathrm{n})$ is a regular ( $\mathrm{n} / \mathrm{d}$ )-gon if and only if either P is a point polygon or

$$
\left(h-(h+1) Z+Z^{2}\right) v_{j}=o \text { for all } j=0,1, \ldots, n-1,
$$

where $\mathrm{h}=\mathrm{e}^{\mathrm{i} \theta}=\cos \theta+\mathrm{i} \sin \theta$, with $\theta=\frac{2 \pi \mathrm{~d}}{\mathrm{n}}$, and o is the zero vector.
Proof. It is clear that if P is not a point polygon, then it is a regular ( $\mathrm{n} / \mathrm{d}$ )-gon if and only if each edge $\left[\mathrm{V}_{\mathrm{j}}, \mathrm{V}_{\mathrm{j}+1}\right]$ is the same length as its successor $\left[\mathrm{V}_{\mathrm{j}+1}, \mathrm{~V}_{\mathrm{j}+2}\right]$, and the latter is obtained from $\left[\mathrm{V}_{\mathrm{j}}, \mathrm{V}_{\mathrm{j}+1}\right]$ by rotation through the angle $2 \pi \mathrm{~d} / \mathrm{n}$. In terms of complex numbers this condition is

$$
h\left(v_{j+1}-v_{j}\right)=\left(v_{j+2}-v_{j+1}\right)
$$

where $h$ is defined as in the theorem. Thus

$$
h v_{j}-(h+1) v_{j+1}+v_{j+2}=o,
$$

which, since this holds for $\mathrm{j}=0,1, \ldots, \mathrm{n}-1$, is equivalent to the condition stated in the theorem. $\diamond$

Now let P be any n -gon. A new n -gon $\mathrm{Q}=\mathscr{\mathscr { C } _ { \mathrm { n } } , \mathrm { d }}(\mathrm{P})$, where $0<\mathrm{d}<\mathrm{n}$, is obtained from P by the following ( $\mathbf{n}, \mathbf{d}$ )-similarity transformation $\widetilde{\pi}, \mathrm{d}$ : First, for each edge $E$ of $P$ a polygon $R_{E}$ similar to the regular ( $n / d$ )-gon $R_{n, d}$ is constructed in such a way that an edge of $\mathrm{R}_{\mathrm{E}}$ coincides with E , including the direction. Then Q is obtained by taking the centers of the $n$ polygons $R_{E}$ as vertices, and taking them in the order inherited from the order of the edges of P . Additionally, we define $\mathscr{\pi}, 0(\mathrm{P})=\mathrm{P}$ for all n-gons $P$. Clearly, $\mathscr{\pi}, \mathrm{d}(\mathrm{P})$ is a point polygon if $\mathrm{P} \in \mathscr{R}(\mathrm{n} / \mathrm{d})$ is (n/d)-regular.

Now the original Napoleon's theorem (see Figure 1.2) can be stated as follows:

For any triangle T , the triangle $\mathscr{B}, 1(\mathrm{~T})$ is in $\mathscr{R}(3 / 2)$, and $\mathscr{B}, 2(\mathrm{~T})$ is in $\mathscr{R}(3 / 1)$. Since $\mathscr{T}, 0$ leaves every polygon unchanged, a more compact statement is: If $\{\mathrm{g}, \mathrm{j}, \mathrm{k}\}$ is a permutation of $\{0,1,2\}$, then $\widetilde{\mathcal{F}_{3}, \mathrm{~g}} \mathscr{\widetilde { B }}_{\mathrm{j}}(\mathrm{T}) \in \mathscr{R}(3 / \mathrm{k})$ for every triangle T .

Rather than prove Napoleon's Theorem in its original form, it is just as easy to establish it in the following much more general version:

Theorem N5.2. If $\left(d_{0}, d_{1}, d_{2}, \ldots, d_{n-1}\right)$ is any permutation of $(0,1,2, \ldots, n-1)$, then
for every n -gon P .

In other words, if all but one of the n different ( $\mathrm{n}, \mathrm{d}$ )-similarity transformations have been applied to an arbitrary n-gon, the result is a regular polygon of the type that was not used. Naturally, since $\mathscr{F}, 0$ leaves every $n$-gon unchanged, so including it among the similarity transformations in (1) or excluding it makes no difference in the outcome. The resulting regular polygons are sometimes called the symmetric components of $P$. These are not to be confused with the ( $\mathrm{n} / \mathrm{d}$ )-regular components of P , whose vertex sum equals the given polygon P .

An illustration of Theorem N5.2 is given in Figure N5.2, which shows the six essentially different constructions in case $n=4$; the transformation $\mathscr{\pi}, 0$ has been ignored.

An alternative, but equivalent, formulation of Theorem N 5.2 is that, with $\left(\mathrm{d}_{0}, \ldots\right.$ , $\mathrm{d}_{\mathrm{n}-1}$ ) as above,
where P is any polygon and O represents a point polygon.
Proof of Theorem N5.2 We first observe that each (n,d)-similarity transformation $\mathscr{F}_{\mathrm{n}}, \mathrm{d}$ is, in fact, a smoothing operation. To see this, we remark that if $X_{j}$ is the center of the n-gon $\mathrm{R}_{\mathrm{E}}$ on the side $\mathrm{E}=\left[\mathrm{V}_{\mathrm{j}}, \mathrm{V}_{\mathrm{j}+1}\right]$ used in the construction (see Figure N 5.3 ), then, by elementary geometry, $\left[\mathrm{X}_{\mathrm{j}}, \mathrm{V}_{\mathrm{j}}\right]$ is obtained by rotating $\left[\mathrm{V}_{\mathrm{j}+1}, \mathrm{~V}_{\mathrm{j}}\right]$ through angle $\phi=$ $\pi(\mathrm{n}-2 \mathrm{~d}) / 2 \mathrm{n}$ (that is, half the angle at a vertex of a regular ( $\mathrm{n} / \mathrm{d}$ )-gon) and multiplying by $(2 \cos \phi)^{-1}$. Thus, in terms of complex numbers

$$
\left(x_{j}-v_{j}\right)=k\left(v_{j+1}-v_{j}\right)
$$



$$
\mathrm{x}_{\mathrm{j}}=\mathrm{v}_{\mathrm{j}}(1-\mathrm{k})+\mathrm{k} \mathrm{v}_{\mathrm{j}+1}
$$

for each $j=0,1, \ldots, n-1$, which is the smoothing operation $S(b)$ where $b=((1-k)$, $\mathrm{k}, 0,0, \ldots, 0)$. Further, it is clear geometrically, and can be verified algebraically using the above expression for the smoothing vector, that for each value of $d$, and each regular $(n / d)$-gon $R(n / d)$, the resulting polygon $\mathscr{O}_{n}, d R(n / d)$ is a point polygon. In other words, in the terminology of the previous section, we can say that $\%, \mathrm{~m}, \mathrm{~d}$ annihilates every regular ( $\mathrm{n} / \mathrm{d}$ )-gon.

Now let P be any rooted n -gon. Then P can be expressed uniquely in the form

$$
\begin{equation*}
\mathrm{P}=\mathrm{R}(\mathrm{n} / 0)+\mathrm{R}(\mathrm{n} / 1)+\mathrm{R}(\mathrm{n} / 2)+\ldots+\mathrm{R}(\mathrm{n} / \mathrm{n}-1), \tag{3}
\end{equation*}
$$

where $R(n / d)$ is a rooted ( $n / d$ )-gon. Since these polygons $R(n / d)$ can be found by applying smoothing operations to P , and the smoothing operations $\mathscr{F}, \mathrm{d}$ commute with
 component of P in (3). However, we know that $\tilde{\mathscr{F}}_{\mathrm{n}}, \mathrm{d}$ annihilates the regular (n/d)component of P , so if we apply all the operations $\mathscr{\mathscr { n }}, 1, \mathscr{T}, 2, \ldots, \mathscr{\circ}, \mathrm{n}-1$, they annihilate all the components, leaving us with a point polygon, thus proving (2). Alternatively, if one $\mathscr{\mathscr { n } , \mathrm { d }}$ is omitted, the result is a polygon in $\mathscr{R}(\mathrm{n} / \mathrm{d})$ that corresponds to the omitted d , and (1) is immediate. $\diamond$

The construction in Theorem N5.2 is quite analogous to the results of Theorems N 4.2 and N4.3. Specifically, for each n -gon P and each $\mathrm{d}_{0}$ we obtain from Theorem N5.2 a uniquely determined regular $\left(\mathrm{n} / \mathrm{d}_{0}\right)$-gon. On the other hand, the regular $\left(\mathrm{n} / \mathrm{d}_{0}\right)$ component of P is also a regular $\left(\mathrm{n} / \mathrm{d}_{0}\right)$-gon associated in a unique way with P . A natural question is what is the relationship between these two regular ( $n / d_{0}$ )-gons.

Theorem N5.3. If $\left(d_{0}, d_{1}, d_{2}, \ldots, d_{n-2}\right)$ is any permutation of $(1,2, \ldots, n-1)$, then the regular $\left(n / d_{0}\right)$-gon $\left.P^{*}=\mathscr{r _ { n }}, d_{1} \mathscr{\pi}, d_{2} \mathscr{T}, d_{3} \ldots \mathscr{r _ { n }}, d_{n-1} 2 P\right)$ is similar to the regular $\left(n / d_{0}\right)$-component $R\left(n, d_{0}\right)$ of $P$. The relation is $P^{*}=-\mu \mathrm{e}^{-2 i \phi} R\left(n, d_{0}\right)$, where

$$
\mu==\prod_{\mathrm{j}=1}^{\mathrm{n}-2} \quad \mu\left(\mathrm{n}, \mathrm{~d}_{\mathrm{j}}, \mathrm{~d}_{0}\right)
$$

with $\mu\left(\mathrm{n}, \mathrm{d}_{\mathrm{j}}, \mathrm{d}_{0}\right)=\cos \phi-\sin \phi \cot \theta, \phi=\frac{\pi \mathrm{d}_{0}}{\mathrm{n}}, \theta=\frac{\pi \mathrm{d}_{\mathrm{j}}}{\mathrm{n}}$.



Figure N5.2. Six essentially different instances of Napoleon's theorem, applied to a quadrangle $P$. To avoid clutter, the regular polygons $R(4,1)$ and $R(4,3)$ used in the construction are not shown. The orientation of each quadrangle is indicated by the transition from the large dot to the mid-sized dot. The three constructions in each column give the three symmetric components of the quadrangle P .

Proof. It is enough to consider the case in which P is centered at the origin Y , and $\mathrm{P}=\mathrm{R}\left\{\mathrm{n}, \mathrm{d}_{0}\right)$; this last, because all other regular components of P are annihilated. Then (compare Figure N5.4) it is clear that the similarity $\mathscr{T}_{\mathrm{n}}, \mathrm{d}_{\mathrm{j}}$ consists of a rotation through $\phi$ about the origin Y , and a homothecy in ratio $\mid \mathrm{Y}, \mathrm{X}_{\mathrm{k}} / / \mathrm{Y}, \mathrm{V}_{\mathrm{k}} \mathrm{l}$. As is easily calculated,


Figure N5.3. The calculation of the smoothing vector $b$ corresponding to the operation $\mathscr{T}$ $(\mathrm{n}, \mathrm{d})$. Here $\phi=\pi(\mathrm{n}-2 \mathrm{~d}) / 2 \mathrm{n}$ is half the angle at the vertex of a regular ( $\mathrm{n} / \mathrm{d}$ )-gon and $\left|\mathrm{X}_{\mathrm{j}} \mathrm{V}_{\mathrm{j}}\right| / / \mathrm{V}_{\mathrm{j}+1} \mathrm{~V}_{\mathrm{j}} \mid=1 /(2 \cos \phi)$.


Figure N5.4. An illustration of the calculations in the proof of Theorem N5.3. The V's are vertices of the regular $\left(n / d_{0}\right)$-gon $R\left(n, d_{0}\right)$, with center at $Y$. The point $X_{k}$ is the center of the regular $\left(n / d_{j}\right)$-gon $P_{k}$ which shares the edge $\left[V_{k}, V_{k+1}\right]$ with $R\left(n, d_{0}\right)$. $\mathrm{X}_{\mathrm{k}}$ is a vertex of $\mathscr{T}_{\mathrm{n}, \mathrm{d}_{\mathrm{j}}}\left(\mathrm{R}\left(\mathrm{n}, \mathrm{d}_{0}\right)\right)$.
the latter is given by the expression $\mu\left(\mathrm{n}, \mathrm{d}_{\mathrm{j}}, \mathrm{d}_{0}\right)=\cos \phi-\sin \phi \cot \theta$. Performing these steps for all the $n-2$ different values of $d_{j}, j=1, \ldots, n-2$, yields the theorem.

Comparing the result of Theorem N5.2 with the Napoleon-Barlotti theorem N2.3, we see that the latter is a special case of the former, in which the starting polygon P has only one nontrivial affine-regular component. Thus P has only two nontrivial regular components, the $(\mathrm{n} / \mathrm{d})-$ and $(\mathrm{n} /(\mathrm{n}-\mathrm{d}))$-regular components. Then $\mathscr{T}_{\mathrm{n}}, \mathrm{d}(\mathrm{P})$ is the polygon obtained in the Napoleon-Barlotti theorem, and it coincides with the ( $\mathrm{n} /(\mathrm{n}-\mathrm{d})$ )-symmetric component of P given by Theorem N5.2. The connection between this polygon and the regular components of P which was discussed following the proof of the NapoleonBarlotti theorem, is the appropriate special case of the result of Theorem N5.2. Hence the illustrations in Figures N2.6 and N2.7 are also examples illustrating Theorem N5.2.

## N6. The iteration of smoothing operations.

We have seen how the action of a suitable smoothing operation can produce more or less special polygons, either by itself or jointly with other smoothing operations, when applied to any polygon whatever, or to a polygons of some special kind. In this section we shall inquire what happens in the "general" case - that is, the case of an arbitrary transformation, acting on an arbitrary polygon. Naturally, there is is not much that can be said in the absence of additional information. However, if the operation is iterated indefinitely, unexpected regularities of behaviour emerge. The full elucidation of these regularities is our central topic.

Let $P$ be a $n$-gon, and let $P=\sum_{\substack{n-1 \\ d=0}}^{R(n, d)}$ be its decomposition into regular components. For every smoothing vector $b=\left\{b_{0}, b_{1}, \ldots, b_{n-1}\right)$ the action of the smoothing operation $S(b)$ on $P$ is the vertex-sum of the actions of $S(b)$ on the regular components $R(n, d)$ of $P$, that is,

$$
S(b) P=S(b)\left(\sum_{\substack{n-1 \\ d=0}} \quad R(n, d)\right)=\sum_{\substack{n-1 \\ d=0}}(S(b) R(n, d)) .
$$

Thus the effect of $\mathrm{S}(\mathrm{b})$ on P can be deduced from its effects on regular polygons. To find precisely what happens, we shall use the circulant matrix

$$
\mathrm{C}(\mathrm{~b})=\mathrm{b}_{0} \mathbf{I}+\mathrm{b}_{1} \mathrm{Z}+\mathrm{b}_{2} \mathrm{Z}^{2}+\ldots+\mathrm{b}_{\mathrm{n}-1} \mathrm{Z}^{\mathrm{n}-1}
$$

introduced in Section N3; its first row is the vector b. Here and throughout this section, we shall consider the polygons as given in the complex plane, and allow the smoothing vectors and the matrices used to have complex components. In particular, putting $\omega=\exp (2 \pi i / n)$, for $d=0,1, \ldots, n-1$ we can write the standard regular $(n / d)$-gon $R_{n, d}$ in the form $\omega_{\mathrm{d}}=\left(1, \omega^{\mathrm{d}}, \omega^{2 \mathrm{~d}}, \ldots, \omega^{(\mathrm{n}-1) \mathrm{d}}\right)^{\mathrm{T}}$. As mentioned in Section N3 and easily proved, every vector $\omega_{d}$ is an eigenvector of every circulant matrix $C(b)$; let the corresponding eigenvalue be denoted by $\lambda_{b, d}$, or by $\lambda_{d}$ if $b$ is clear from the context. Thus $C(b) \omega_{d}=\lambda_{d} \omega_{d}$, and this has several important consequences, which can be used to justify the comments and explanations given below.
(1) The calculation of the eigenvalues $\lambda_{d}$ of $C(b)$ does not require the solution of high-order equations. Instead, the eigenvalue $\lambda_{d}$ of $C(b)$ associated with $\omega_{d}$ is given by $\lambda_{d}=\sum_{\mathrm{j}=0}^{\mathrm{n}-1} \quad \mathrm{~b}_{\mathrm{j}} \omega^{\mathrm{j} \mathrm{d}}$.
(2) Given the vector $\lambda=\left(\lambda_{0}, \lambda_{1}, \ldots, \lambda_{n-1}\right)$ of eigenvalues of a circulant matrix $\mathrm{C}(\mathrm{b})$, the smoothing vector b can also be determined easily: If $\Omega$ is the matrix with entries $\omega_{\mathrm{j}, \mathrm{k}}=\mathrm{e}^{-2 \pi \mathrm{i}(\mathrm{j}-1)(\mathrm{k}-1) / \mathrm{n}}$ then $\mathrm{b}=\frac{1}{\mathrm{n}} \lambda \Omega$.
(3) The equation $\mathrm{C}(\mathrm{b}) \omega_{\mathrm{d}}=\lambda_{\mathrm{d}} \omega_{\mathrm{d}}$ means that the image of the standard regular $(\mathrm{n} / \mathrm{d})$-gon is another regular ( $\mathrm{n} / \mathrm{d}$ )-gon, obtained from the it by multiplication with the (possibly complex) number $\lambda_{d}$. Hence every (centered) regular ( $n / d$ )-gon will be mapped by $C(b)$ onto a regular $(n / d)$-gon by a dilation with ratio $\rho_{d}=\left|\lambda_{d}\right|$ followed by a rotation through angle $\phi_{d}=\arg \lambda_{d}$. (Compare Section N3, although there a different notation was used.)

The description given earlier of the action of $\mathrm{S}(\mathrm{b})$ on a polygon P shows that the shapes of the polygons $S^{m}(b) P$ of $S(b)$ when $m \rightarrow \infty$, are determined by the nontrivial regular components of P and the eigenvalues of $\mathrm{S}(\mathrm{b})$. There are many distinct possibilities, which are conveniently explored using the notation given below. Due to their easy interconvertibility, we shall usually specify a transformation either by the smoothing vector $b$, or by the vector $\lambda=\left(\lambda_{0}, \lambda_{1}, \ldots, \lambda_{n-1}\right)$ of eigenvalues of $C(b)$.

Let $D(P)=\left\{d_{1}, d_{2}, \ldots, d_{k}\right\}$ be the set of integers for which the regular $(\mathrm{n} / \mathrm{d})$-component of P is nontrivial. We denote by $\mathrm{B}^{+}, \mathrm{B}^{-}$and B the sets of those d for which the dilation ratio $\rho_{b, d}$ is greater than 1 , less than 1 , or equal to 1 , respectively. It is obvious that if $\mathrm{D}(\mathrm{P}) \cap \mathrm{B}^{+} \neq \varnothing$, then the n -gons $\mathrm{S}^{\mathrm{m}}(\mathrm{b}) \mathrm{P}$ will increase in size without bound, and if $\mathrm{D}(\mathrm{P}) \subset \mathrm{B}^{-}$then the n -gons $\mathrm{S}^{\mathrm{m}}(\mathrm{b}) \mathrm{P}$ will converge to the null-polygon. This is illustrated by the examples in Figure N6.1, which deal with the case $\mathrm{n}=5$ and the smoothing vector $\mathrm{b}=(1,-\mathrm{i} / 2,0,0, \mathrm{i} / 2)$ considered at the beginning of Section N5. In this case the eigenvalues are $\lambda_{1}=1.951056516=\rho_{1} ; \quad \lambda_{2}=$ $1.587785252=\rho_{2} ; \lambda_{3}=0.4122147477=\rho_{3} ; \quad \lambda_{4}=0.0489434837=\rho_{4} ;$ hence $\phi_{d}=0$ for all d. In part (a) $D(P)=\{1,2,3,4\}$, while in part (b) $D(P)=\{2,3,4\}$. Since in both cases $\mathrm{B}^{+} \neq \varnothing$, the iteration produces polygons of increasing sizes. In contrast, the polygon $P$ in Figure N6.1(c) $D(P)=\{3,4\}$ and hence the iteration shrinks the successive polygons.

Thus the interesting cases are those where $\mathrm{D}(\mathrm{P}) \cap \mathrm{B} \neq \varnothing$ and $\mathrm{D}(\mathrm{P}) \cap \mathrm{B}^{+}=\varnothing$. Since the eigenvalues of $C(\kappa b)$ are $\kappa$ times those of $C(b)$, a suitable multiple of any smoothing vector is of that type. In Figure N6.2 we show such rescaled versions of the illustrations in Figure N6.1. The behavior in these cases is governed by the following considerations.

If $\mathrm{D}(\mathrm{P}) \cap \mathrm{B}^{+}=\varnothing$ and $\mathrm{D}(\mathrm{P}) \cap \mathrm{B}=\left\{\mathrm{d}_{0}\right\}$ is a singleton, then the sequence $\mathrm{S}^{\mathrm{m}}(\mathrm{b})$ $P$ will be co-convergent with the sequence $S^{m}(b) R\left(n, d_{0}\right)$ of regular ( $n / d_{0}$ )-gons. (Two sequences of polygons are said to be co-convergent if their vertex-difference converges to the null-polygon.) In other words, the iterates will be increasingly closer in shape to regular ( $\mathrm{n} / \mathrm{d}_{0}$ )-gons of a certain fixed size, which differ from each other by rotation through a fixed angle $\phi_{d_{0}}$; see Figure N6.2. This case is somewhat special, in that $\phi_{\mathrm{d}_{0}}=0$, hence the iterates converge to a (fixed) regular polygon.


Figure N6.1. Iterations of the smoothing operation $S(b)$, with $b=(1,-i / 2,0,0, i / 2)$. The eigenvalues are $\lambda_{1}=1.951056516=\rho_{1} ; \lambda_{2}=1.587785252=\rho_{2} ; \lambda_{3}=0.4122147477=$ $\rho_{3} ; \lambda_{4}=0.0489434837=\rho_{4}$, and $\phi_{\mathrm{d}}=0$ for all d . The starting pentagon in (a) has nontrivial regular (5/d)-components for all d ; the polygon in (b) is missing the (5/1)component, while the one in (c) is missing both (5/1)- and (5/2)-components.

In more general situations the angle $\phi_{d_{0}}$ is nonzero, and it may be either commensurable or incommensurable with $2 \pi$. In the former case, the sequence of iterates will be co-convergent to a periodic sequence of congruent regular ( $\mathrm{n} / \mathrm{d}_{0}$ )-gons, while in the latter the sequence of these polygons will be nonperiodic. The first is


Figure N6.2. The rescaled operation $\mathrm{S}(\mathrm{b})$, with $\mathrm{b}=(1,-\mathrm{i} / 2,0,0, \mathrm{i} / 2)$ as in Figure N6.1. The rescaled smoothing vectors were in each case obtained by dividing $b$ by the largest dilation factor applicable to the nontrivial regular components of the polygon.
illustrated by the (rescaled version of the) smoothing vector $b=(1,-i, 0,0,0)$, in which $\mathrm{d}_{0}=1$, and the regular (5/1)-component rotates through the angle of $\phi_{1}=-9^{\circ}$ with each iteration; hence the period is 40 ; see Figure N6.3. The second possibility is illustrated in Figure N6.4, by the example of the (rescaled version of the) smoothing vector $\mathrm{b}=(1,-\mathrm{i} / 2,0, \mathrm{i} / 2,0)$, for which the corresponding angle is $\phi_{1}=-17.53300301 \ldots{ }^{\circ}$. This angle appears to be (and may be conjectured to be) incommensurable with $360^{\circ}$, although we do not have a proof of this.

The possibilities become even more varied if $\mathrm{D}(\mathrm{P}) \cap \mathrm{B}^{+}=\varnothing$ and $\mathrm{D}(\mathrm{P}) \cap \mathrm{B}$ contains more than one element. Then the two or more regular components of P that are determined by $D(P) \cap B$ will remain unchanged in size in all iterations, while the remaining regular ( $\mathrm{n} / \mathrm{d}$ )-components (for which $\mathrm{d} \in \mathrm{B}^{-}$) will shrink towards null-polygons.

If the smoothing vector is $\mathrm{b}=(0.8+0.4 \mathrm{i}, 0.5236067977-0.7040294043 \mathrm{i}$, $0.07639320225-0.1115073032$ i, $0.07639320225+0.3587208987$ i, $0.5236067977+$ 0.05681580877 i ), which corresponds to the eigenvalues vector $\lambda=(2,2, i, i, 0)$, then $B=\{2,3\}$, and the action of $S(b)$ on any pentagon with trivial regular (5/1)-component is as illustrated in Figure N6.5(a). Specifically, the (5/4)-component is annihilated at the first iteration, and the (5/2)- and (5/3)-components are both rotated $90^{\circ}$; hence after the first iteration all polygons are congruent, and the smoothing operation is periodic, with period 4. (Naturally, if there is any nontrivial (5/1)-component present in the starting polygon, then it will grow without bound, overwhelming all the other components. If rescaled, the iterates would converge to a stationary regular (5/1)-gon.) Figure N6.5(b) illustrates the smoothing transformation determined by the eigenvalues vector $\lambda=(2,2, i,(1+i) / \sqrt{ } 2,0)$, acting on the same polygon as in part (a). This transformation is periodic as well, but since the (5/2)- and (5/3)-components rotate at different speeds, its period is 8 and the 8 polygons within each period are all noncongruent.

The eigenvalues vector $\lambda=(1,0,3+4 \mathrm{i}, 4-3 \mathrm{i}, 0) / 5$ shows still another possibility of behavior under iteration, illustrated in Figure N6.6, using the same polygon as in Figure N6.5. Here $B=\{2,3\}, \phi_{2}=53.13010235^{\circ}$ and $\phi_{3}=-36.86989765^{\circ}=$ $53.13010235^{\circ}-90^{\circ}$. Therefore, after four iterations (beyond the initial one) the (5/2)and (5/3)-components of P are in the same relative position, hence yield a congruent polygon. However, it is rotated through $4 \times 53.13010235^{\circ}=212.5204094^{\circ}$; since one can confidently assume that this is not commensurable with $360^{\circ}$, the rotation is nonperiodic.


Figure N6.3. The iteration of the smoothing operation $\mathrm{S}(\mathrm{b})$ with $\mathrm{b}=(0.5062325629,-$ $0.5062325629 \mathrm{i}, 0,0,0)$, a rescale of $(1,-\mathrm{i}, 0,0,0)$, applied to a pentagon in which all regular components are nontrivial. Here $\lambda_{1}=0.9876883407-0.1564344651 i, \rho_{1}=1$, $\phi_{1}=-9^{\circ} ; \quad \lambda_{2}=0.8037885977+0.4095507465 \mathrm{i}, \quad \rho_{2}=0.9021130327, \quad \phi_{2}=27^{\circ}$; $\lambda_{3}=0.2086765282+0.4095507465 \mathrm{i}, \quad \rho_{3}=0.4596495485, \quad \phi_{3}=63^{\circ} ; \quad \lambda_{4}=$ $0.0247767852-0.1564344651 \mathrm{i}, \rho_{4}=0.1583844403, \phi_{4}=-81^{\circ}$. The iterates are coconvergent with a sequence of regular (5/1)-gons, which rotate $-9^{\circ}$ with each iteration.


Figure N6.4. The iteration of the smoothing operation $\mathrm{S}(\mathrm{b})$ with $\mathrm{b}=(0.538901508$, $-0.269450754 \mathrm{i}, 0,0.269450754 \mathrm{i}, 0)$, a rescale of $(1,-0.5 \mathrm{i}, 0,0.5 \mathrm{i}, 0)$, applied to a pentagon in which all regular components are nontrivial. Here $\lambda_{1}=0.9535435829$ $-0.3012551013 \mathrm{i}, \rho_{1}=1, \phi_{1}=-17.53300301^{\circ} ; \quad \lambda_{2}=0.441017792+0.3012551013 \mathrm{i}$, $\rho_{2}=0.5340892518, \quad \phi_{2}=34.33661506^{\circ} ; \quad \lambda_{3}=0.636785224+0.3012551013 \mathrm{i}$, $\rho_{3}=0.704450181, \quad \phi_{3}=25.31824382^{\circ} ; \quad \lambda_{4}=0.1242594332-0.3012551013 \mathrm{i}$, $\rho_{4}=0.3258758088, \phi_{4}=-67.58520093^{\circ}$. The iterates are co-convergent with a sequence of regular (5/1)-gons, which rotate $-17.53300301^{\circ}$ with each iteration.

(a)

(b)

Figure N6.5. Two examples of smoothing operations periodic after the first iteration. The one in (a) has $\lambda=(2,2, i, i, 0)$, while the one in (b) has $\lambda=(2,2, i,(1+i) / \sqrt{2}, 0)$. The polygon is the same in both cases; it has trivial (5/1)-component, and all other components nontrivial. In both cases the (5/4)-component is annihilated in the first iteration, and the sequence of iterates is periodic. However, all these polygons (beyond the starting one) are congruent in (a), and the period is 4 , while in (b) the period is 8 and the polygons within each period are noncongruent.

The eigenvalues vector $\lambda=(1,0,(3+4 i) / 5, \mathrm{i}, 0)$ leads to angles $\phi_{1}$ and $\phi_{2}$ that preclude any periodicity or congruence among the iterates.

If $D(P) \cap B$ contains three or more elements, analogous possibilities exist, and there seems to be no new possibilities of behavior. However, one other aspect - which first demonstrates itself already with $\mathrm{D}(\mathrm{P}) \cap \mathrm{B}$ consisting of two elements, is the following. If (and only if) eigenvalues $\lambda_{d}$ and $\lambda_{n-d}$ are complex conjugates of each other (hence equal if real) then $\rho_{\mathrm{d}}=\rho_{\mathrm{n}-\mathrm{d}}$ and $\phi_{\mathrm{d}}=-\phi_{\mathrm{n}-\mathrm{d}}$. Therefore the regular (n/d)component and the regular ( $\mathrm{n} /(\mathrm{n}-\mathrm{d})$ )-component are equally dilated by $\mathrm{S}(\mathrm{b})$, and turned in opposite directions through the same angle. As we have seen earlier, this means that the affine-regular ( $\mathrm{n} / \mathrm{d}$ )-component is dilated by the same factor $\rho_{\mathrm{d}}=\rho_{\mathrm{n}-\mathrm{d}}$ and subjected to the affine rotation through the angle $\phi_{d}$. In other words, for such $b$ it is enough to know the affine components of a polygon in order to be able to deduce the behavior under iteration. This is the type of smoothing vectors that has been investigated almost to the exclusion of all other kinds. The most frequent examples are the following ones, several of which have conventional names.

By far the earliest to be studied is the "midpoint map", first considered in some detail by Darboux [1878]. The midpoint map assigns to each vertex the midpoint of the edge following it. Cadwell [1953], [1966] and Berlekamp, Gilbert \& Sinden [1965] independently provided thorough analyses of this transformation. It is characterized by $b=(1 / 2,1 / 2,0, \ldots, 0,0)$, and as is easily checked, $\lambda_{d}=\left(1+e^{2 \pi d i / n}\right) / 2=\cos \frac{\pi d}{n} e^{\pi i d / n}$. Hence this is in fact an affine operation, with $\rho_{d}=\cos \frac{\pi d}{n}$ and affine rotation through $\pi d / n$, for $1 \leq d \leq m=[n / 2]$. It follows that $1>\rho_{1}>\rho_{2}>\ldots>\rho_{m}$, and so the sequence of iterates of $\mathrm{S}(\mathrm{b})$ acting on a polygon P converges to the null-polygon, but if rescaled will be co-convergent with the nontrivial affine ( $\mathrm{n} / \mathrm{d}$ )-component of P having the smallest d . The traditional way of presenting this operation is illustrated in Figure N6.8.

The "parallelogram map" has $\mathrm{b}=(-1,1,0, \ldots, 0,1)$; it assigns to each vertex $\mathrm{V}_{\mathrm{j}}$ as image the fourth vertex of the parallelogram determined by $\mathrm{V}_{\mathrm{j}-1}, \mathrm{~V}_{\mathrm{j}}, \mathrm{V}_{\mathrm{j}+1}$. The circulant matrix $C(b)$ has eigenvalues $\lambda_{d}=\left(2 \cos \frac{2 \pi d}{n}-1\right) \mathrm{e}^{2 \pi i d / n}$; hence the dilation ratio is $\rho_{d}=\left|2 \cos \frac{2 \pi d}{n}-1\right|$ for $1 \leq d \leq m=[n / 2]$, and the affine rotation is through $\phi_{d}=0$ or $\pi$, depending on whether $2 \cos \frac{2 \pi d}{n}-1$ is positive or negative. Examples of the action of the parallelogram map are shown in Figure N6.9. The scaled iterates are coconvergent to an affine-regular ( $n / d$ )-gon for that value of $d$ in $D(P)$ for which $\rho_{d}$ is maximal. This map is interesting in that $\rho_{\mathrm{d}}$ is not a monotone function of d. For example, if $\mathrm{n}=17$ then $\rho_{3}<\rho_{2}<\rho_{4}<\rho_{1}<\rho_{5}<\rho_{6}<\rho_{7}<\rho_{8}$.


Figure N6.6. The same polygon as in Figure N6.5 is transformed by the smoothing operation with eigenvalues vector $\lambda=(1,0,3+4 i, 4-3 i, 0) / 5$. Since the rotations of the $(5 / 2)$ - and (5/3)-components differ by $90^{\circ}$, the shape of the pentagon is repeated after four iterations (beyond the first one), but this congruent pentagon is rotated through an angle that is incommensurable with $360^{\circ}$. Hence the transformation is nonperiodic, although only four shapes appear.


Figure N6.7. The same polygon as in two preceding figures is transformed by the smoothing operation with eigenvalues vector $\lambda=(1,0,(3+4 i) / 5, i, 0)$. Here not both rotations (through $\phi_{2}=53.13010235^{\circ}$ and $\phi_{3}=90^{\circ}$ ) are commensurable with $360^{\circ}$, and neither is their difference; therefore there is no periodicity, and even no repetition of the shape. All polygons are different.

The "tangent map", with $\mathrm{b}=(-1,1,0, \ldots, 0)$, assigns to each vertex $\mathrm{V}_{\mathrm{j}}$ the fourth vertex of the parallelogram determined by the centroid of the polygon, $\mathrm{V}_{\mathrm{j}}$, and $\mathrm{V}_{\mathrm{j}+1}$. By an easy calculation it can be shown that the eigenvalues are $\lambda_{\mathrm{d}}=-1+\mathrm{e}^{2 \pi \mathrm{id} / \mathrm{n}}=$ $2 \sin \frac{\pi d}{n} \mathrm{e}^{\mathrm{i} \pi(2 d+n) / 2 n}$. Therefore the dilation ratio is $\rho_{d}=2 \sin \frac{\pi d}{n}$ for $1 \leq d \leq[n / 2]$, and the corresponding affine rotation is through the angle $\phi_{\mathrm{d}}=\frac{(\mathrm{n}+2 \mathrm{~d}) \pi}{2 \mathrm{n}}$. The tangent map is illustrated in Figure N6.10.

(a)

(b)

Figure N6.8. Examples of the midpoint map, $b=(1 / 2,1 / 2,0, \ldots, 0)$. The iterates of $\mathrm{S}(\mathrm{b})$ acting on an n -gon P (drawn with heavy lines) converge to the null-polygon. If rescaled, they are co-convergent with the (nontrivial) affine ( $\mathrm{n} / \mathrm{d}$ )-component of P with smallest d . In (a) both ( $5 / \mathrm{d}$ )-components are nontrivial, so the ( $5 / 1$ )-component is the dominant one. In (b) the affine (7/1)-component is trivial and the (7/2)-component is dominant.


Figure N6.9. The action of the parallelogram map with $\mathrm{b}=(-1,1,0,0,1)$ on a pentagon with both affine ( $5 / \mathrm{d}$ )-components nontrivial; the root vertex is indicated by the large dot. In (a) the first two iterates under $S(b)$ are shown; in (b) the action of the rescaled smoothing vector $(1,-1,1,0,0) / 2.618033989$ is illustrated. Since $\rho_{1} / \rho_{2}=$ $0.14589803 \ldots$.. the affine ( $5 / 1$ )-component is practically undetectable after two or three iterations. As $\phi_{2}=180^{\circ}$, the later iterations appear to be periodic with period 2.


Figure N6.10. The action of the tangent map, determined for pentagons by $b=(-1,1,0$, 0,0 ), on a pentagon with both affine components nontrivial. (a) shows the first three iterates, and (b) shows the first seven iterates of the scaled transformation, for which the smoothing vector is $(-1,1,0,0,0) / 1.9021130 \ldots$. Since the ratio $\rho_{1} / \rho_{2}=0.61803399 \ldots$ is not very small, the (5/1)-component is eliminated only gradually. The sequence of scaled iterates is co-convergent with the affine (5/2)-component, which affinely rotates through an angle of $162^{\circ}$ at each step, and is therefore periodic with period 10.

Another interesting smoothing operation, which shows that unexpected possibilities exist even if only linear operations not involving rotations (that is, multiplication by complex numbers) are considered, has the smoothing vector $\mathrm{b}=\{1+\tau, 1, \tau, 0,0\}$, where $\tau=(1+\sqrt{ } 5) / 2=1.618034 \ldots$ is the golden section number. All its dilation ratios $\rho_{\mathrm{d}}$ are 2.497212041, hence when rescaled no affine component changes size. The angles of affine rotation $\phi_{1}=49.61382244^{\circ}$ and $\phi_{2}=-22.38617756^{\circ}$ seem to be not commensurable with $360^{\circ}$; however, although the difference is $72^{\circ}$, since these are affine rotations that happen, in general, in distinct ellipses, there is no periodicity, see Figure N6.11. On the other hand, if only the regular (5/1)- and (5/2)-components are present in a polygon, then the rotation happens in circles and so the shape (including root) is repeated after five iterations. In fact, if the roots are disregarded, then all these polygons are rotationally equivalent This is illustrated in Figure N6.12. If all dilation ratios are 1, and the affine rotations are all commensurable with $360^{\circ}$, then there is actual periodicity for all polygons. Such a situation is illustrated for $\mathrm{n}=5$ in Figure N6.13, where the smoothing operation is determined by the eigenvalues vector $\quad \lambda=\left(0, \mathrm{e}^{2 \pi \mathrm{i} / 5}, \mathrm{e}^{3 \pi \mathrm{i} / 5}, \mathrm{e}^{-3 \pi \mathrm{i} / 5}, \mathrm{e}^{-2 \pi \mathrm{i} / 5}\right)$ and so the period is 10 .


Figure N6.11. Iteration of the map $S(b)$ with $b=(1+\tau, 1, \tau, 0,0)$ where $\tau=$ $(1+\sqrt{ } 5) / 2)=1.618033989$ is the golden section, scaled appropriately, acting on a pentagon $P$. For the rescaled smoothing vector $\rho_{1}=\rho_{2}=1$ therefore both affine components of P retain their size. The affine rotations are $\phi_{1}=49.61382244 \ldots{ }^{\circ}$ and $\phi_{2}=-$ $22.38617756 .^{\circ}$; they appear to be incommensurable with $360^{\circ}$ and with each other, hence all iterated pentagons have affinely unrelated shapes.


Figure 6.12. Iteration of the same map $S(b)$ as in Figure 6.11 applied to a pentagon $P$ which is the vertex sum of a regular (5/1)-gon and a regular (5/2)-gon. The rooted iterated polygons in are rotationally equivalent after five steps, and the unrooted polygons are all rotationally equivalent.


Figure N6.13. The operation determined by the smoothing vector $\mathrm{b}=(0,0.7236067977$, $-0.2763932022,0,-0.4472135955$ ) is periodic with period 10 for every pentagon.

## N7. Polygons in three- and higher-dimensional spaces.

We shall now study some of the propertties of $n$-gons in $k$-dimensional Euclidean space $\mathbb{E}^{k}$, as introduced in Section N1. The family $\mathbb{V}(\mathrm{n} ; \mathrm{k})$ of all centered rooted $n$-gons in $\mathbb{E}^{k}$ is a real vector space under vertex addition $\psi$ and multiplication by real scalars; its dimension is obviously kn . As in the 2 -dimensional case, $\mathbb{V}(\mathrm{n} ; \mathrm{k})$ can be made into an inner-product space, with all the usual properties.

In order to develop results similar to those in the plane, we have to define the special classes of polygons that led to the earlier results. For affine-regular polygons this is straightforward: Taking our cue from Theorem N 2.2 , we shall say that an n -gon $\mathrm{P}=$ $\left[\mathrm{V}_{0}, \mathrm{~V}_{1}, \ldots, \mathrm{~V}_{\mathrm{n}-1}\right]$ is an affine-regular ( $\mathrm{n} / \mathrm{d}$ )-gon for some d such that $0 \leq \mathrm{d} \leq[\mathrm{n} / 2]$ if and only if

$$
\begin{equation*}
v_{j+3}-v_{j}=\frac{\sin 3 \pi d / n}{\sin \pi d / n}\left(v_{j+2}-v_{j+1}\right) \text { for } j=0,1, \ldots, n-1 . \tag{1}
\end{equation*}
$$

From this follows at once that every affine-regular ( $\mathrm{n} / \mathrm{d}$ )-gon in $\mathbb{E}^{k}$ is contained in a 2-dimensional affine flat, and is therefore the image of a planar regular ( $\mathrm{n} / \mathrm{d}$ )-gon under an affine map.

From the linearity of condition (1) it follows that for every $d$ with $0 \leq d \leq n / 2$ the family $\mathscr{S}(\mathrm{n} / \mathrm{d} ; \mathrm{k})$ of all rooted and centered affinely regular $(\mathrm{n} / \mathrm{d})$-gons in $\mathbb{E}^{\mathrm{k}}$ is a vector subspace of $\mathbb{V}(\mathrm{n} ; \mathrm{k})$. More precisely, the dimension of $\mathscr{A}(\mathrm{n} / \mathrm{d} ; \mathrm{k})$ equals 2 k if $0<\mathrm{d}<\mathrm{n} / 2$, and it equals k if $\mathrm{d}=0$ or $\mathrm{d}=\mathrm{n} / 2$. The second part of this statement is obvious, while the first part can be seen, for example, as follows. A rooted and centered regular ( $\mathrm{n} / \mathrm{d}$ )-gon P can be determined by one of its vertices (requiring k coordinates), and the plane of P (which requires additional k-2 parameters). Then the complete determination of a centered affine image of P (in its own plane) requires 2 additional parameters. Hence $\mathscr{A}(\mathrm{n} / \mathrm{d} ; \mathrm{k})$ is of dimension at most 2 k . On the other hand, consider the 2 k centered and rooted 1-dimensional affine-regular polygons $\mathrm{A}(\mathrm{n} / \mathrm{d} ; \mathrm{j})$ and $B(n / d ; j)$ with vertices $v_{i}(n / d, j)=\left(0,0, \ldots, 0, \cos \frac{2 d \pi i}{n}, 0, \ldots, 0\right)$ and $\left(0,0, \ldots, 0, \sin \frac{2 d \pi i}{n}\right.$ $, 0, \ldots, 0)$, respectively, where the only nonzero components are in the $j^{\text {th }}$ place, and $j=$ $1,2, \ldots, k$. For each d, these 2 k polygons are mutually perpendicular (in the sense of the inner product); the polygons that correspond to the same k but to different values of d are orthogonal by elementary trigonometric relations. Hence the set of all these ngons is linearly independent. Since there are altogether nk such polygons, the dimension of their span is nk . Therefore the dimension of each $\mathscr{S}(\mathrm{n} / \mathrm{d} ; \mathrm{k})$ is 2 k or k
as claimed, and the family consisting of all the affine-regular polygons $A(n / d ; j)$ and $B(n / d ; j)$ forms a basis of $\mathbb{V}(n ; k)$.

We have just established a generalization of Theorem N2.1 to spaces of arbitrary dimension. As a consequence, we see that the corollaries concerning affine properties of polygons remain valid for polygons in $\mathbb{E}^{\mathrm{k}}$. In particular, it follows that every centered n -gon is in a unique way the vertex sum of at most $\mathrm{n} / 2$ centered affine-regular polygons. But there is one novel aspect in comparison to the planar case: The affine-regular components of a polygon are, in general, contained in different planes. An illustration of this decomposition is provided in Figure N7.1.

The definitions and results of Section N3 that deal with affine-regular polygons remain valid in the present setting, with changes appropriate to the dimensions involved. This applies, in particular, to smoothing vectors, circulant matrices, ( $\mathrm{n} / \mathrm{d}$ )-regularizing and ( $\mathrm{n} / \mathrm{d}$ )-annihilating vectors. For example, an n -gon P is an affine-regular ( $\mathrm{n} / \mathrm{d}$ )-gon if and only if the vector $(1,-\mathrm{h}, \mathrm{h},-1,0,0, \ldots, 0)$ annihilates P , where $\mathrm{h}=1+2 \cos \frac{2 \pi \mathrm{~d}}{\mathrm{n}}$.


Figure N7.1. A stereoscopic pair of images, showing the decomposition of a nonplanar pentagon in $\mathbb{E}^{3}$ (shown by heavy lines) into two affine-regular pentagons. The arrowed edge of the pentagon is in the plane of the paper, the arrowed edge of the (5/1)-gon points out of this plane upwards, and the one of the pentagram points downwards.

Very few such results are available in the published literature. Among the relevant publications are Douglas [1960] and Schoenberg [1981], [1982]. Douglas found (5/1)- and (5/2)-regularizing vectors $b^{(1)}$ and $b^{(2)}$ for pentagons in $\mathbb{E}^{3}$, such that the resulting affine-regular polygons $A_{1}=\left[U_{0}, U_{1}, \ldots, U_{4}\right]$ and $A_{2}=\left[W 0, \ldots, W_{4}\right]$ together with the original pentagon $\mathrm{P}=\left[\mathrm{V}_{0}, \ldots, \mathrm{~V}_{4}\right]$ have the following remarkable property: The points $\mathrm{V}_{\mathrm{j}}, \mathrm{U}_{\mathrm{j}}, \mathrm{W}_{\mathrm{j}}$ and $\left(\mathrm{V}_{\mathrm{j}-2}+\mathrm{V}_{\mathrm{j}+2}\right) / 2$ are collinear for all j . This is illustrated in Figure N7.2. Douglas' result was established by simpler means in the works of Schoenberg. The smoothing vectors are $b^{(1)}=(-2,0,1+\sqrt{ } 5,1+\sqrt{ } 5,0) / 2 \sqrt{ } 5$ and $b^{(2)}=$ $(2,0,-1+\sqrt{ } 5,-1+\sqrt{ } 5,0) / 2 \sqrt{ } 5$. Schoenberg found analogous regularizing vectors for heptagons.


Figure N7.2. Two examples (each in stereoscopic pairs) of the two affine-regular pentagons associated with each pentagon in $\mathbb{E}^{3}$ by the method of Douglas and Schoenberg. The original pentagon in each example is shown in heavy lines, the affineregular ones in thin lines. The collinearities mentioned in the text are indicated by the dashed lines.

It is worth mentioning that the affine-regular polygons resulting from the Douglas-Schoenberg construction are homothetic to the affine-regular components of the pentagon P. Specifically, $A_{1}=\tau \mathrm{A}(5,1)$ and $\mathrm{A}_{2}=\tau^{-1} \mathrm{~A}(5,2)$. The smoothing vectors $b^{(1)}$ and $b^{(2)}$ specified above for this construction can be easily expressed in terms of the basis vectors $c(n, d)$ and $s(n, d)$ of the space of $\mathbb{R}(n / d)$ of $(n / d)$-regularizing vectors, given on page N3.11. We have $b^{(1)}=c(5,0)-(\sqrt{ } 5+1) c(5,1)$ and $b^{(2)}=c(5,0)$ $+(\sqrt{5}-1) c(5,2)$.

The analogous smoothing vectors for heptagons, given by Schoenberg, are: $b^{(1)}=(-0.086268,0,0.193842,0.34929,0.34929,0.193842,0), b^{(2)}=(0.784851,0$, $-0.435560,0.543134,0.543134,-0.435560,0), \quad b^{(3)}=(0.301417,0,0.241717$, $0.107574,0.107574,0.241717,0)$. An example of the application of these vectors is given in Figure N7.3.

It is of some interest to speculate what is it that Douglas, and even more, Scheonberg, tried to do. The best one can deduce from their presentation is that they were looking for ( $n / d$ )-regularizing vectors $b^{(n, d)}=\left(b_{0}, b_{1}, \ldots, b_{n-1}\right)$ (for $n=5$, and for $\mathrm{n}=7$, and $1 \leq \mathrm{d} \leq \mathrm{n} / \mathrm{d}$ ) with certain special properties: (i) the $\mathrm{b}_{1}$ and $\mathrm{b}_{\mathrm{n}-1}$ components should equal 0 ; (ii) $b_{j}=b_{n-j}$ for each $j$ with $1 \leq j \leq n / 2$; and (iii) the sum of the components should be 1 (so that the result does not depend on the choice of the origin). It may be verified that condition (ii) amounts to requiring that $b^{(n, d)}$ is in the subspace of the space $\mathbb{R}(n / d)$ which is spanned by two of the three basis vectors of that space given on page N3.11, namely $c(n, 0)$ and $c(n, d)$. Then the first condition can be used to determine the ratio of the coefficients of $c(n, 0)$ and $c(n, d)$, and the last to determine their values. When these steps are carried out, we get $b^{(n, d)}=\frac{h c(n, 0)-c(n, d)}{n h}$, where $\mathrm{h}=\cos \frac{2 \pi d}{\mathrm{n}}$. For $\mathrm{n}=5$ or 7 these values coincide with those given by Schoenberg, and may be assumed that this is the general results that he had in mind. The (6/1)regularizing vector $(-1,0,2,3,2,0)$ mentioned on page N3.5, which was first noticed by Schoenberg [1987], is a scalar multiple of the vector $b^{(6,1)}$. By suitably modifying the factor $h$ in the expression for $b^{(n, d)}$ one can get smoothing vectors satisfying conditions (ii) and (iii), but having another pair $\mathrm{b}_{\mathrm{j}}, \mathrm{b}_{\mathrm{n}-\mathrm{j}}$ of components equal to 0 . The ( $5 / 1$ )-regularizing vector $(1, \tau, 1,0,0)$, and the ( $5 / 2$ )-regularizing vector ( $1,1-\tau, 1$, 0,0 ), also mentioned on page N 3.5 , are examples of this possibility (here $\tau=(1+\sqrt{ } 5) / 2$ $=1.618034 \ldots$ is the golden section constant).


Figure N7.3. A heptagon, and the three affine-regular heptagons associated with it by the construction of Schoenberg.
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## N8. Some other polygons transformations.

A quite general class of transformations that map $n$-gons to $n$-gons associates with each k-tuple of consecutive vertices of the $n$-gon $P$ a point obtained by some specific construction $f$; the resulting $n$ points form the image-polygon $P^{*}=f(P)$. Clearly, the smoothing operations we have been studying are of this kind, but there are many other possibilities that often lead to interesting results and unsolved problems. Here we shall present some of these.

## 1. Incenters.

Given an n-gon $\mathrm{P}=\left[\mathrm{V}_{0}, \mathrm{~V}_{1}, \ldots, \mathrm{~V}_{\mathrm{n}-1}\right]$, a new n-gon $\mathrm{I}(\mathrm{P})=\left[\mathrm{V}_{0}^{*}, \mathrm{~V}_{1}^{*}, \ldots, \mathrm{~V}_{\mathrm{n}-1}^{*}\right]$ is formed by the incenters $V_{i}^{*}$ of the triangles $T_{j}=\left[V_{j-1}, V_{j}, V_{j+1}\right]$, for $j=0,1, \ldots$, $\mathrm{n}-1$. For $\mathrm{n}=4$ this is illustrated in Figure N8.1.

The sequence of n-gons $I^{(j)}(P), j \rightarrow \infty$, where $I^{(0)}(P)=P$ and $I^{(j)}(P)=$ $I\left(I^{(j-1)}(P)\right.$ for $j>0$, is convergent since every term is contained in the interior of the convex hull of the preceding one. For the same reason, the limit must be either a single point or a segment. This is the same situation as can be found in various other constructions. However, in most of the other cases the limit is, in fact, always a point. This contrasts to the situation considered here, where the limit appears to be a segment; see the first two illustrations in Figure N8.2.

The easiest example in which the convergence to a segment can be proved (instead of it only being suggested by diagrams) is that of rectangles, see Figure N8.3. Using elementary results on angle bisectors, it is not hard to calculate that if P is an a by $b$ rectangle, with $a>b$, then $\mathrm{P}^{*}=\mathrm{I}(\mathrm{P})$ is an $\mathrm{a}^{*}$ by $\mathrm{b}^{*}$ rectangle, concentric with P and having sides parallel to those of P , where

$$
a^{*}=\frac{a(a-b+c)}{(a+b+c)} \text { and } b^{*}=\frac{b(-a+b+c)}{(a+b+c)},
$$

and $c=\sqrt{a^{2}+b^{2}}$ is the length of the diagonal of $P$. This implies the unexpected relation $a^{*}-b^{*}=a-b$, which shows that the sequence $I^{(j)}(P)$ converges to a segment of length $a-b$. For squares, and some other quadrangles, the limit is a point, while for the remaining quadrangles it is a segment.

Even in case $\mathrm{n}=4$ it is not known how to characterize the quadrangles P for which $I^{(j)}(P)$ converges to a point, or how to determine the length of the limit segment for nonrectangular quadrangles for which $I(\mathrm{j})(\mathrm{P})$ converges to a segment. Nor is it known what happens if in case the limit is a point, the incircle map is combined with rescaling to keep the diameter (or some other size measurement) constant.


Figure N8.1. Examples of the incircle construction. In each, the quadrangle $P$ is shown with heavy lines, its diagonals with dotted lines, and the derived quadrangle with thin lines. The four circles inscribed into the triangles $\mathrm{T}_{\mathrm{j}}$ are also shown.


Figure N8.2. Iterations of the incircle map seem to lead to limits which are either segments or points.


Figure N8.3. Iterations of the incenter transformation applied to a rectangle lead to rectangles which converge to a segment. All rectangles in the sequence have same difference of length of their sides.

## 2. Orthocenters.

Given an n-gon $\mathrm{P}=\left[\mathrm{V}_{0}, \mathrm{~V}_{1}, \ldots, \mathrm{~V}_{\mathrm{n}-1}\right]$, a new n -gon $\mathrm{P}^{*}=\mathrm{O}(\mathrm{P})=\left[\mathrm{V}_{0}^{*}, \mathrm{~V}_{1}^{*}, \ldots\right.$, $\left.V_{n-1}^{*}\right]$ is formed by the orthocenters $V_{i}^{*}$ of the triangles $T_{j}=\left[V_{j-1}, V_{j}, V_{j+1}\right]$, for $j=$ $0,1, \ldots, \mathrm{n}-1$. For $\mathrm{n}=4$ this is illustrated in Figure N8.4.


Figure N8.4. Construction of the polygon $\mathrm{O}(\mathrm{P})$ (heavy dotted line) from the quadrangle $P$ (heavy lines). Only two altitudes (thin solid lines) are shown for each of the four triangles, each of which is determined by two adjacent sides of the quadrangle and one diagonal (dotted lines).

The main result, illustrated in Figure N8.5, concerns the unexpected result of the action of $\mathrm{O}(\mathrm{P})$ on quadrangles. The result is:

Theorem. For every quadrangle $P$, the quadrangle $P^{*}=O(P)$ is affinely equivalent to $P$ under an area-preserving affinity $\alpha=\alpha_{P}$.

Proof. The proof is a straightforward exercise in analytical geometry. It is preferably carried out using some symbolic algebra software, but the steps can be given easily enough. Starting with vertices given as $\mathrm{V}_{0}=(\mathrm{p}, \mathrm{q}), \mathrm{V}_{1}=(1,0), \mathrm{V}_{2}=(\mathrm{r}, \mathrm{s}), \mathrm{V}_{3}=(0,1)$ (this is the selection of coordinate system which worked best for me), we find that the vertices of $\mathrm{O}(\mathrm{P})$ have coordinates as follows:
$V_{0}^{*}=\left(\frac{q+p q-q^{2}}{-1+p+q}, \frac{p-p^{2}+p q}{-1+p+q}\right)$,
$V_{1}^{*}=\left(\frac{-\mathrm{pq}+\mathrm{pqr}+\mathrm{q}^{2} \mathrm{~s}+\mathrm{rs}-\mathrm{prs}-\mathrm{qs}^{2}}{-\mathrm{q}+\mathrm{qr}+\mathrm{s}-\mathrm{ps}}, \frac{-\mathrm{p}+\mathrm{p}^{2}+\mathrm{r}-\mathrm{p}^{2} \mathrm{r}-\mathrm{r}^{2}+\mathrm{pr}^{2}-\mathrm{pqs}+\mathrm{qrs}}{-\mathrm{q}+\mathrm{qr}+\mathrm{s}-\mathrm{ps}}\right)$,
$V_{2}^{*}=\left(\frac{\mathrm{s}+\mathrm{rs}-\mathrm{s}^{2}}{-1+\mathrm{r}+\mathrm{s}}, \frac{\mathrm{r}-\mathrm{r}^{2}+\mathrm{rs}}{-1+\mathrm{r}+\mathrm{s}}\right)$,
$V_{3}^{*}=\left(\frac{q-q^{2}+p q r-s+q^{2} s-p r s+s^{2}-q s^{2}}{p-r+q r-p s}, \frac{p q-p^{2} r+r^{2}-p q s-r s+q r s}{p-r+q r-p s}\right)$.
The intersection points of the diagonals of the two quadrangles are
$D_{P}=\left(\frac{p-r+q r-p s}{p+q-r-s}, \frac{q-q r-s+p s}{p+q-r-s}\right)$ and
$D_{O(P)}=\left(\frac{q+p q-q^{2}-s-r s+s^{2}}{p+q-r-s}, \frac{p-p^{2}+p q-r+r^{2}-r s}{p+q-r-s}\right)$.
From this it follows that
$\frac{V_{2}-V_{0}}{V_{2}-D_{P}}=\frac{V_{0}^{*}-V_{2}^{*}}{V_{0}^{*}-D_{O(P)}}=\frac{-p-q+r+s}{-1+r+s}$ and $\frac{V_{3}-V_{1}}{V_{3}-D_{P}}=\frac{V_{1}^{*}-V_{3}^{*}}{V_{1}^{*}-D_{O(P)}}=\frac{-p-q+r+s}{-p+r-q r+p s}$,
which shows the affine equivalence of P and $\mathrm{O}(\mathrm{P})$. A calculation of areas shows that Area $\left[\mathrm{V}_{1}, \mathrm{~V}_{2}, \mathrm{~V}_{3}, \mathrm{~V}_{4}\right]=\operatorname{Area}\left[\mathrm{V}_{0}^{*}, \mathrm{~V}_{1}^{*}, \mathrm{~V}_{2}^{*}, \mathrm{~V}_{\mathrm{n}-1}^{*}\right]=-\mathrm{p}-\mathrm{q}+\mathrm{r}+\mathrm{s}$, thus completing the proof that $\alpha_{P}$ is an area-preserving affinity.

Figure N8.5 seems to indicate that unless the vertices of P are in very special positions (such as coinciding with the vertices of a rectangle) iterations of the orthocenters map will produce quadrangles the diameters which are increasing without


Figure N8.5. Three examples of iterations of the operation O. The starting quadrangle is labeled 1, and the other numerals indicate the iterates. Examples like these led to the idea of affine equivalence of the quadrangles P and $\mathrm{O}(\mathrm{P})$.
bounds. However, this is not the case. One can argue that on grounds of continuity there have to exist other quadrangles which do not change diameter under the orthocenters map. In fact, it is rather easy to produce explicit examples; the one in Figure N8.6 differs very little from the quadrangle in Figure N8.4. The characterization of all quadrangles P that are congruent to $\mathrm{O}(\mathrm{P})$ is an open problem

Among other open problems is the question of characterizing $\alpha_{P}$ in terms of the quadrangle P . Also, nothing seems to be known about properties of $\mathrm{O}(\mathrm{P})$ for n -gons P with $n \geq 5$.


Figure N8.6. An example of a quadrangle P which is congruent to $\mathrm{O}(\mathrm{P})$. The vertices have coordinates ( $0.3194,2.5694$ ), (3.5227548996, 2.55560034), (2.2778, 0.8611), ( $0.6944,1.3889$ ). The maximal distance between vertices of P and the corresponding vertices of $\mathrm{O}(\mathrm{O}(\mathrm{P}))$ is less than $1.510^{-10}$. This was the limit of my patience in minimizing this distance, but there is no doubt that it can be reduced to 0 by suitably adjusting any one of the vertices of P .

## 3. Circumcenters.

Given an n-gon $\mathrm{P}=\left[\mathrm{V}_{0}, \mathrm{~V}_{1}, \ldots, \mathrm{~V}_{\mathrm{n}-1}\right]$, a new n -gon $\mathrm{P}^{*}=\mathrm{C}(\mathrm{P})=\left[\mathrm{V}_{0}^{*}, \mathrm{~V}_{1}^{*}, \ldots\right.$, $\left.\mathrm{V}_{\mathrm{n}-1}^{*}\right]$ is formed by the circumcenters $\mathrm{V}_{1}^{*}$ of the triangles $\mathrm{T}_{\mathrm{j}}=\left[\mathrm{V}_{\mathrm{j}-1}, \mathrm{~V}_{\mathrm{j}}, \mathrm{V}_{\mathrm{j}+1}\right]$, for $j=0,1, \ldots, n-1$. We shall call this transition from $P$ to $C(P)$ the "circumcenter map". For $n=4$ the construction is illustrated in Figure N8.7.

One interesting property of the circumcenter map was the subject of a problem in the American Mathematical Monthly in 1953 (Langr [6]). It asked to show that $\mathrm{C}(\mathrm{C}(\mathrm{P})$ ) is similar to P , and the determination of the ratio of similarity. (In fact, the relationship in question should have been "homothetic" instead of "similar".) No solution appeared, although the first part is easy to establish; it is illustrated in Figure N8.8. The question was repeated in a book of problems by Ogilvy [7]; it is not clear whether Ogilvy had a solution or not. The first published solution of the first part is in a book by Chou [3] devoted to proving theorems in geometry by means of computer programs. This history was reviewed in [4], and led Shephard [8] to determine the ratio of similarity $\lambda$. Shephard's result is given by the formula
$4 \lambda=-\frac{1}{\sin ^{2} \theta_{1}}-\frac{1}{\sin ^{2} \theta_{2}}+\frac{\sin \theta_{2} \sin \left(\theta_{1}-\theta_{4}\right)}{\sin \left(\theta_{3}+\theta_{4}\right) \sin ^{2} \theta_{1} \sin \theta_{4}}+\frac{\sin \theta_{1} \sin \left(\theta_{2}-\theta_{3}\right)}{\sin \left(\theta_{3}+\theta_{4}\right) \sin ^{2} \theta_{2} \sin \theta_{3}}$.
Here the $\theta_{j}$ 's are the deflections at the vertices of the quadrangle P (see Figure N8.9).
This expression that can be transformed easily into the slightly more symmetric form

$$
-8 \lambda=\sum_{j} \frac{1}{\sin ^{2} \theta_{\mathrm{j}}}+\frac{\sin \theta_{1} \sin \theta_{3}+\sin \theta_{2} \sin \theta_{4}}{\sin \left(\theta_{1}+\theta_{3}\right) \sin \left(\theta_{1}+\theta_{4}\right)} \cdot \sum_{\mathrm{j}}(-1)^{\mathrm{j}} \sin ^{2} \theta_{\mathrm{j}}
$$



Figure N8.7. An illustration of the circumcenter map leading form a polygon P to the polygon $\mathrm{P}^{*}=\mathrm{C}(\mathrm{P})$.

However, I recently found that Langr's problem has been solved more than a century earlier! In a pair of papers [1], [2], Bretschneider develops a long series of trigonometric and other formulas dealing with all sorts of entities that can be associated with four points. Among the (about one hundred) formulas, some of them so long that they had to be printed sideways on the pages, is an expression for the ratio we denoted $\lambda$. To formulate Bretschneider's result, let us denote by $\mathrm{d}_{\mathrm{ij}}$ the distance between vertices $V_{i}$ and $V_{j}$ of $P$. Then Bretschneider first proves that the numbers $p=d_{01} d_{23}, q=d_{02}$ $d_{13}$, and $r=d_{03} d_{12}$ satisfy the triangle inequality (notice that these expressions involve the sides and the diagonals of the quadrangle). Then he considers the quantity (which corresponds to the Heron formula for the area of a triangle)

$$
\mathrm{e}=(\mathrm{p}+\mathrm{q}+\mathrm{r})(\mathrm{p}+\mathrm{q}-\mathrm{r})(\mathrm{p}-\mathrm{q}+\mathrm{r})(-\mathrm{p}+\mathrm{q}+\mathrm{r}) / 16
$$

and defines $\mathrm{a}_{\mathrm{j}}$ as the area of the triangle with vertices $\mathrm{V}_{\mathrm{j}-1}, \mathrm{~V}_{\mathrm{j}}, \mathrm{V}_{\mathrm{j}+1}$. With this notation, the ratio $\lambda$ is given by $\lambda=\frac{e}{a_{0} a_{1} a_{2} a_{3}}$.

It would seem worthwhile to find a reasonable proof of this relation, and also to clarify its connection to Shephard's result.

Two other aspects of the circumcenter map deserve attention. When applied to pentagons, the map does not produce $\mathrm{C}(\mathrm{C}(\mathrm{P}))$ homothetic to P . However, in all


Figure N8.8. Illustrations of the homothecy between a quadrangle P and its image $\mathrm{C}(\mathrm{C}(\mathrm{P}))$.
experiments it turned out that $\mathrm{C}(\mathrm{C}(\mathrm{C}(\mathrm{P}))$ ) is homothetic to $\mathrm{C}(\mathrm{P})$ for every P , see Figure N8.10. This has so far not been established by any formal proof; also, there is no information concerning the ratio of homothecy. Another open question is the characterization of those pentagons which are not images under the circumcenter map of any other pentagon.

Returning to the circumcenter map on quadrangles, it turns out that there is an analogue of the result we have seen earlier concerning orthocenters. Experimental



Figure N8.9. The definition of the deflections $\theta_{\mathrm{j}}$ at the vertices $\mathrm{V}_{\mathrm{j}}$ of a quadrangle. Since the angles are to be measured in the counterclockwise direction, in the illustration at right the angles $\theta_{1}$ and $\theta_{4}$ are negative.


Figure N8.10. An illustration of the homothecy between $\mathrm{C}(\mathrm{P})$ and $\mathrm{C}(\mathrm{C}(\mathrm{C}(\mathrm{P}))$ ) for a pentagon $P$. In general, a pentagon $P$ is not homothetic to $C(C(P))$.
evidence shows that for every quadrangle $P$ the image $C(P)$ under the circumcircle map is an affine image of P . Moreover, the ratio of areas of $\mathrm{C}(\mathrm{P})$ and P is the same $\lambda$ as given by the expressions quoted above. However, I have no information concerning the precise nature of the affinity in question.

Applied to hexagons, the circumcenter map does not produce homothetic images after any number of iterations, see [5]. Nothing seems to be known concerning any relationships between a hexagon and its images under such iterations.

Clearly, there are lots of open problems in this area.
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