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ABSTRACT. Answer set programming is a form of declarative programming that has proven very successful in succinctly formulating and solving complex problems. Although mechanisms for representing and reasoning with the combined answer set programs of multiple agents have already been proposed, the actual gain in expressivity when adding communication has not been thoroughly studied. We show that allowing simple programs to talk to each other results in the same expressivity as adding negation-as-failure. Furthermore, we show that the ability to focus on one program in a network of simple programs results in the same expressivity as adding disjunction in the head of the rules.

1. Introduction

The idea of answer set programming (ASP) is to represent the requirements of a computational problem by a logic program \( P \) such that particular minimal models of \( P \), called answer sets and usually defined using some form of the stable model semantics [Gel88], correspond to the solutions of the original problem [Lif02]. The research on multi-context systems has, among other things, been concerned with studying how a group of simple agents can cooperate to find the solutions of global problems [Roe05, Bre07]. We start with an introductory example to illustrate how the ideas of multi-context systems can be used to solve problems in the ASP setting.
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Example 1.1. A hotspot network consists of two hotspots $H_1$ and $H_2$. The hotspots are wired to each other to share an internet connection and provide wireless access to users in the area. A user $U$ tries to connect to the closest detectable hotspot e.g. $H_1$. Now assume that $H_1$ is no longer accessible. $H_1$ cannot find this out by itself, nor can it rely on users telling this since they cannot connect. The rules below illustrate how we can model this knowledge using the communicating programs we describe in Section 2.2. For compactness, we abbreviate accessible as $a$, access as $c$, problem as $p$ and optimal as $o$. Consider the program $P_{\text{intro}}$ with the rules:
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\end{align*}
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Let $H_1 = \{r1\}$, $H_2 = \{r2, r3, r4\}$ and $U = \{r5, r6, r7, r8\}$. Note how the rules of the first hotspot $H_1$ differ from those of the second hotspot $H_2$, i.e. they are in different states. Indeed, the first hotspot $H_1$ cannot rely on the user to tell that there is a problem and it is not accessible. The second hotspot does not have these restrictions. It is easy to see that user $U$ can deduce that she has access ($r2$, $r8$), though this access is not optimal ($r6$). The second hotspot detects this ($r4$) and concludes that there is a problem, allowing $H_1$ to derive that it is not accessible ($r1$).

In this paper we systematically study the effect of adding such kind of communication to ASP in terms of expressiveness. The communication between ASP programs that we propose is similar in spirit to the work in [Roe05, Bre07, Buc08]. Studying the expressiveness with a focus on simple ASP programs, however, is in contrast to approaches such as [Deo05, Van07] that start from expressive ASP variants, which obscures the analysis of the effect of communication on the expressiveness. A first contribution of this paper is that communicating simple programs can solve problems at the first level of the polynomial hierarchy and that communicating normal ASP programs do not offer any additional expressiveness. The second contribution is the introduction of a new, intuitive form of communication that allows for communicating simple ASP programs to solve problems at the second level of the polynomial hierarchy. The hardness results that we present in this paper in a sense complement the membership results from [Bre07]. However, our definitions of communicating ASP and minimality differ slightly, complicating a direct comparison of the results.

The remainder of this paper is organized as follows. Section 2 recalls the basic concepts and results from ASP which we use in this paper, and explores the syntax and semantics of communicating programs. In Section 3 we show that these communicating simple programs are capable of simulating normal programs that have negation-as-failure. In Section 4 we introduce focused communicating programs and show how networks of simple agents can simulate disjunctive ASP programs. Related work is discussed in Section 5 and Section 6 provides some final remarks.
2. Preliminaries

2.1. Answer set programming

We first recall the basic concepts and results from ASP that are used in this paper. To define ASP programs, we start from a countable set of atoms and we define a literal \( l \) as an atom \( a \) or its classical negation \( \neg a \). If \( L \) is a set of literals, we use \( \neg L \) to denote the set \( \{ \neg l \mid l \in L \} \) where, by definition, \( \neg \neg a = a \). A set of literals \( L \) is consistent if \( L \cap \neg L = \emptyset \). An extended literal is either a literal or a literal preceded by \( \neg \) which we call the negation-as-failure operator. For a set of literals \( L \), we use \( \text{not}(L) \) to denote the set \( \{ \text{not} l \mid l \in L \} \).

A disjunctive rule is an expression of the form \( \gamma \leftarrow (\alpha \cup \text{not}(\beta)) \) where \( \gamma \) is a set of literals (interpreted as a disjunction, denoted as \( l_1; \ldots; l_n \)) called the head of the rule and \( (\alpha \cup \text{not}(\beta)) \) (interpreted as a conjunction) is the body of the rule with \( \alpha \) and \( \beta \) sets of literals. A positive disjunctive rule is a disjunctive rule without negation-as-failure in the body, i.e., with \( \beta = \emptyset \). A disjunctive program \( P \) is a finite set of disjunctive rules. The Herbrand base \( \mathcal{B}_P \) of \( P \) is the set of atoms appearing in program \( P \). A (partial) interpretation \( I \) of \( P \) is any consistent set of literals \( I \subseteq (\mathcal{B}_P \cup \neg \mathcal{B}_P) \). \( I \) is total if \( I \cup \neg I = \mathcal{B}_P \cup \neg \mathcal{B}_P \).

A normal rule is a disjunctive rule with at most one literal \( l \) in the head. A normal program \( P \) is a finite set of normal rules. A simple rule is a normal rule without negation-as-failure in the body. A simple program \( P \) is a finite set of simple rules. The immediate consequence operator \( \mathcal{T}_P \) of a simple program \( P \) w.r.t. an interpretation \( I \) is defined as

\[
\mathcal{T}_P(I) = I \cup \{ l \mid (l \leftarrow \alpha) \in P \land (\alpha \subseteq I) \}.
\]

We use \( P^* \) to denote the fixpoint which is obtained by repeatedly applying \( \mathcal{T}_P \) starting from the empty interpretation, i.e., the least fixpoint of \( \mathcal{T}_P \) w.r.t. set inclusion. An interpretation \( I \) is an answer set of a simple program \( P \) iff \( I = P^* \).

The reduct \( P^I \) of a disjunctive program \( P \) w.r.t. the interpretation \( I \) is defined as \( P^I = \{ \gamma \leftarrow \alpha \mid (\gamma \leftarrow \alpha \cup \text{not}(\beta)) \in P, \beta \cap I = \emptyset \} \). \( I \) is an answer set of the disjunctive program \( P \) when \( I \) is the minimal model w.r.t. set inclusion of \( P^I \). In the specific case of normal programs, answer sets can also be characterized in terms of fixpoints. Specifically, it is easy to see that the reduct \( P^I \) is a simple program. \( I \) is an answer set of the normal program \( P \) iff \( (P^I)^* = I \), i.e., if \( I \) is the answer set of the reduct \( P^I \).

2.2. Communicating programs

The underlying intuition of communication between ASP programs is that of a function call or, in terms of agents, asking questions to other agents. This communication is based on a new kind of literal ‘\( Q:l \)’, as in [Roe05, Bre07]. If the literal \( l \) is not in the answer set of \( Q \) then \( Q:l \) is false; otherwise \( Q:l \) is true. The semantics are closely related to the minimal semantics in [Bre07] and especially the semantics in [Buc08].

Let \( \mathcal{P} \) be a finite set of program names. A \( \mathcal{P} \)-situated literal is an expression of the form \( Q:l \) with \( Q \in \mathcal{P} \) and \( l \) a literal. For \( R \in \mathcal{P} \), a \( \mathcal{P} \)-situated literal \( Q:l \) is called \( R \)-local if \( Q = R \). For a set of literals \( L \), we use \( Q:L \) as a shorthand for \( \{ Q:l \mid l \in L \} \). For a set of \( \mathcal{P} \)-situated literals \( X \) and \( Q \in \mathcal{P} \), we use \( X_{\mid Q} \) to denote \( \{ l \mid Q:l \in X \} \), i.e., the projection of \( X \) on \( Q \). A set of \( \mathcal{P} \)-situated literals \( X \) is consistent iff \( X_{\mid Q} \) is consistent for all \( Q \in \mathcal{P} \). By \( \neg X \) we denote the set \( \{ Q:\neg l \mid Q:l \in X \} \) where we define \( Q:\neg l = Q:l \). An extended \( \mathcal{P} \)-situated literal is either a \( \mathcal{P} \)-situated literal or a \( \mathcal{P} \)-situated literal preceded by \( \neg \). For
a set of $\mathcal{P}$-situated literals $X$, we use $\text{not}(X)$ to denote the set $\{\text{not } Q:l \mid Q:l \in X\}$. For a set of extended $\mathcal{P}$-situated literals $X$ we denote by $X_{\text{pos}}$ the set of $\mathcal{P}$-situated literals in $X$, i.e. those extended $\mathcal{P}$-situated literals in $X$ that are not preceded by negation-as-failure, while $X_{\text{neg}} = \{Q:l \mid \text{not } Q:l \in X\}$.

A $\mathcal{P}$-situated normal rule is an expression of the form $Q:l \leftarrow (\alpha \cup \text{not}(\beta))$ where $Q:l$ is a single $\mathcal{P}$-situated literal, called the head of the rule, and $(\alpha \cup \text{not}(\beta))$ is called the body of the rule with $\alpha$ and $\beta$ sets of $\mathcal{P}$-situated literals. A $\mathcal{P}$-situated normal rule $Q:l \leftarrow (\alpha \cup \text{not}(\beta))$ is called $R$-local whenever $Q = R$. A $\mathcal{P}$-component normal program $Q$ is a finite set of $Q$-local $\mathcal{P}$-situated normal rules. Henceforth we shall use $\mathcal{P}$ to both denote the set of program names and to denote the set of actual $\mathcal{P}$-component normal programs. A communicating normal program $\mathcal{P}$ is then a finite set of $\mathcal{P}$-component normal programs.

A $\mathcal{P}$-situated simple rule is an expression of the form $Q:l \leftarrow \alpha$, i.e. a $\mathcal{P}$-situated normal rule without negation-as-failure in the body. A $\mathcal{P}$-component simple program $Q$ is a finite set of $Q$-local $\mathcal{P}$-situated simple rules. A communicating simple program $\mathcal{P}$ is then a finite set of $\mathcal{P}$-component simple programs.

In the remainder of this paper we drop the $\mathcal{P}$-prefix whenever the set $\mathcal{P}$ is clear from the context. Whenever the name of the component normal program $Q$ is clear, we write $l$ instead of $Q:l$ for $Q$-local situated literals. For notational convenience, we write communicating program for communicating normal program. Finally note that a communicating normal (simple) program with only one component program trivially corresponds to a normal (simple) program.

Similar as for a normal program, we can define the Herbrand base for a component program $Q$ as the set of atoms occurring in $Q$, which we denote as $B_Q$. The Herbrand base of a communicating program $\mathcal{P}$ is defined as $B_\mathcal{P} = \{Q:a \mid Q \in \mathcal{P} \text{ and } a \in \bigcup_{R \in \mathcal{P}} B_R\}$. We say that a (partial) interpretation $I$ of a communicating program $\mathcal{P}$ is any consistent subset $I \subseteq (B_\mathcal{P} \cup \neg B_\mathcal{P})$. Given an interpretation $I$ of a communicating program $\mathcal{P}$, the reduct $Q^I$ for $Q \in \mathcal{P}$ is the component simple program obtained by deleting

- each rule with an extended situated literal $\text{not } R:l$ in the body such that $R:l \in I$;
- each remaining extended situated literal of the form $\text{not } R:l$;
- each rule with a situated literal $R:l$ in the body that is not $Q$-local with $R:l \notin I$;
- each situated literal $R:l$ that is not $Q$-local and such that $R:l \in I$.

The underlying intuition of the reduct is clear. Analogous to the definition of a reduct of a normal programs [Gel88], the reduct of a communicating program defines a way to reduce this program relative to some guess $I$. The reduct of a communicating program is a communicating simple program that only contains component simple programs $Q$ with $Q$-local situated literals. That is, each component simple program $Q$ corresponds to a classical simple program. We tackle the problem of self-references in [Buc08] by treating $Q$-local situated literals in a different way. Since the communication is based on belief and internal reasoning is based on knowledge, this allows for “mutual influence” as in [Bre07, Buc08] where the belief of an agent can be supported by the agent itself, via belief in other agents. Also note that the belief between agents is the belief as identified in [Lif99], i.e. $Q:l$ is true whenever “$\neg Q:l$” is true under the syntax and semantics introduced in [Lif99] for nested logic programs and when treating $Q:l$ as a fresh atom.

**Definition 2.1.** We say that an interpretation $I$ of a communicating program $\mathcal{P}$ is an answer set of $\mathcal{P}$ if and only if we have that $\forall Q \in \mathcal{P} \cdot (Q:I_{\downarrow Q}) = (Q^I)^*$.
Example 2.2. Consider the communicating program $P_{\text{intro}}$ from Example 1.1. It is easy to see that $M = \{H_1 \leftarrow \neg a, H_2 \leftarrow a, H_2 \leftarrow p, U \leftarrow \neg o, U \leftarrow c\}$ is the unique answer set of $P_{\text{intro}}$. Indeed, we obtain the reducts $(H_1)^M = \{\neg a \leftarrow\}$, $(H_2)^M = \{a \leftarrow, p \leftarrow\}$ and $(U)^M = \{\neg o \leftarrow, c \leftarrow\}$ which have the answer sets $\{-a\}, \{a, p\}$ and $\{-o, c\}$, respectively.

3. Simulating Negation-as-Failure with Communication

The addition of communication to ASP programs provides added expressiveness and an increase in computational complexity, which we illustrate in this section. We show that a communicating simple program can simulate normal programs, where simple programs are P-complete and normal programs are NP-complete [Bar03]. Furthermore, we illustrate that, surprisingly, there is no difference in terms of computational complexity between communicating simple programs and communicating normal programs.

We start by giving an example of the transformation that allows to simulate (communicating) normal programs using communicating simple programs. Afterwards, we give a formal definition of this transformation.

Example 3.1. Consider the communicating normal program $E$ with the rules

\[
Q_1: a \leftarrow \text{not } Q_2: b \\
Q_2: b \leftarrow \text{not } Q_1: a.
\]

When $Q_1 = Q_2$ this example corresponds to a normal program. The transformation we propose below results in the communicating simple program $P = \{Q_1', Q_2', N_1, N_2\}$:

\[
Q_1': a \leftarrow N_2: \neg(b)^\dagger \\
Q_2': b \leftarrow N_1: \neg(a)^\dagger \\
N_1: (a)^\dagger \leftarrow Q_1': a \\
N_2: (b)^\dagger \leftarrow Q_2': b \\
N_1: \neg(a)^\dagger \leftarrow N_1: \neg(a)^\dagger \\
N_2: \neg(b)^\dagger \leftarrow N_2: \neg(b)^\dagger.
\]

The transformation creates two types of ‘worlds’, $Q_i'$ and $N_i$ with $1 \leq i \leq 2$, which are all component programs. $Q_i'$ is similar to $Q_i$, although occurrences of extended situated literals of the form $\text{not } Q_i: l$ are replaced by $N_i: \neg(l)^\dagger$, with $(l)^\dagger$ a fresh literal. The non-monotonicity associated with negation-as-failure is simulated by introducing the rules $\neg(l)^\dagger \leftarrow N_i: \neg(l)^\dagger$ and $\neg(l)^\dagger \leftarrow Q_i': \neg(l)^\dagger$ in $Q_i'$ and $N_i$, respectively. Finally, we add rules of the form $(l)^\dagger \leftarrow Q_i': l$ to $N_i$, creating an inconsistency when $N_i$ believes $\neg(l)^\dagger$ when $Q_i'$ believes $l$.

The resulting communicating simple program $P$ is an equivalent program in that its answer sets correspond to those of the original communicating program, yet without using negation-as-failure. Indeed, the answer sets of $E$ are $\{Q_1: a\}$ and $\{Q_2: b\}$ and the answer sets of $P$ are $\{Q_1': a, Q_2': \neg(b)^\dagger, N_2: \neg(b)^\dagger, N_1: (a)^\dagger\}$ and $\{Q_2': b, Q_1': \neg(a)^\dagger, N_1: \neg(a)^\dagger, N_2: (b)^\dagger\}$. Note furthermore how this is a polynomial transformation with at most $3 \cdot |E_{\text{neg}}|$ additional rules with $E_{\text{neg}}$ as defined in Definition 3.2.

Definition 3.2. Let $E = \{Q_1, \ldots, Q_n\}$ be a communicating program. The communicating simple program $P = \{Q_1', \ldots, Q_n', N_1, \ldots, N_n\}$ with $1 \leq i, j \leq n$ that simulates $E$ is defined
As such, we can use the new literal \( \neg b \) by \( \neg \) lying the situated literals to simulate negation-as-failure. This is obtained from the interplay

\[ Q \]

by

\[
Q' = \begin{cases} 
1 \leftarrow \alpha'_{pos} \cup \left\{ N_j: -k^\dagger \mid Q_j:k \in \alpha_{neg} \right\} \mid (l \leftarrow \alpha) \in Q_i \end{cases}
\]

\[ (3.1) \]

\[
\cup \left\{ -\left(b^\dagger \right) \leftarrow N_i:-\left(b^\dagger \right) \mid Q_i:b \in \mathcal{E}_{neg} \right\}
\]

\[ (3.2) \]

\[
N_i = \left\{ \neg\left(b^\dagger \right) \leftarrow Q'_i:-\left(b^\dagger \right) \mid Q_i:b \in \mathcal{E}_{neg} \right\}
\]

\[ (3.3) \]

\[
\cup \left\{ \left(b^\dagger \right) \leftarrow Q'_i:b \mid Q_i:b \in \mathcal{E}_{neg} \right\}
\]

\[ (3.4) \]

with \( \alpha'_{pos} = \left\{ Q'_i:l \mid Q_j:l \in \alpha_{pos} \right\} \) and \( \mathcal{E}_{neg} = \bigcup_{i=1}^{n} \left( \bigcup_{(a \leftarrow \alpha) \in Q_i} \alpha_{neg} \right) \).

Recall that both \( -\left(b^\dagger \right) \) and \( \left(b^\dagger \right) \) are fresh literals that intuitively correspond to \( \neg b \) and \( b \). We use \( Q'_i+ \) to denote the rules in \( Q'_i \) defined by (3.1) and \( Q'_i- \) to denote the rules in \( Q'_i \) defined by (3.2).

Intuitively, the transformation employs the non-monotonic property of the belief underlying the situated literals to simulate negation-as-failure. This is obtained from the interplay between the rules (3.2) and (3.3). As such, we can use the new literal ‘\( -\left(b^\dagger \right) \)’ instead of the original extended (situated) literal ‘\( \neg b \)’, allowing us to rewrite the rules as we do in (3.1). In order to ensure that the simulation works, even when the program we want to simulate contains true negation, we need to specify some additional bookkeeping (3.4).

As becomes clear from Proposition 3.3 and Proposition 3.4, the above transformation preserves the semantics of the original program. Since we can easily rewrite any normal program as a communicating normal program, the importance of this is thus twofold. On one hand, we reveal that communicating normal programs do not have any additional expressive power over communicating simple programs. On the other hand, it follows that the expressiveness of communicating simple programs allows us to solve \( \mathbf{NP} \)-complete problems, since finding the answer set of normal programs is an \( \mathbf{NP} \)-complete problem [Bar03].

**Proposition 3.3.** Let \( \mathcal{P} = \{Q_1, \ldots, Q_n\} \) and let \( \mathcal{P}' = \{Q'_1, \ldots, Q'_n, N_1, \ldots, N_n\} \) with \( \mathcal{P} \) a communicating program and \( \mathcal{P}' \) the communicating simple program that simulates \( \mathcal{P} \) as defined in Definition 3.2. If \( M \) is an answer set of \( \mathcal{P} \), then \( M' \) is an answer set of \( \mathcal{P}' \) with \( M' \) defined as:

\[
M' = \{ Q'_i:a \mid a \in M_i Q_i, Q_i \in \mathcal{P} \}
\]

\[ \cup \left\{ Q'_i:-b^\dagger \mid b \notin M_i Q_i, Q_i \in \mathcal{P} \right\} \]

\[ (3.5) \]

\[
\cup \left\{ N_i:-b^\dagger \mid b \notin M_i Q_i, Q_i \in \mathcal{P} \right\}
\]

\[
\cup \left\{ N_i:a^\dagger \mid a \in M_i Q_i, Q_i \in \mathcal{P} \right\}.
\]

**Proposition 3.4.** Let \( \mathcal{P} = \{Q_1, \ldots, Q_n\} \) and let \( \mathcal{P}' = \{Q'_1, \ldots, Q'_n, N_1, \ldots, N_n\} \) with \( \mathcal{P} \) a communicating program and \( \mathcal{P}' \) the communicating simple program that simulates \( \mathcal{P} \). Assume that \( M' \) is an answer set of \( \mathcal{P}' \) and that \( \mathcal{P}' \) is total w.r.t. \( B_{N_i} \) for all \( i \in \{1, \ldots, n\} \). Then the interpretation \( M \) defined as

\[
M = \{ Q_i:b \mid b \in \left( (Q'_i)^{M'} \right)^* \}
\]

\[ (3.6) \]

is an answer set of \( \mathcal{P} \). ■
Note that the requirement for $M'$ to be a total answer set of $\mathcal{P}$ in $N_i$ is necessary in this last proposition, as demonstrated by the following example.

**Example 3.5.** Consider the normal program $R = \{ a \leftarrow \neg a \}$ which has no answer sets. The corresponding communicating simple program $\mathcal{P} = \{ Q, N \}$ has the following rules:

$$
\begin{align*}
Q &: a \leftarrow N : \neg(a)^\dagger \\
N &: \neg(a)^\dagger \leftarrow Q : \neg(a)^\dagger \\
Q &: \neg(a)^\dagger \leftarrow N : \neg(a)^\dagger \\
N &: (a)^\dagger \leftarrow Q : a.
\end{align*}
$$

It is easy to see that $I = \emptyset$ is an answer set of $\mathcal{P}$ since we have $Q^I = N^I = \emptyset$.

## 4. Focused Communicating Programs

In this section, we extend the semantics of communicating programs in such a way that it is possible to focus on a single component program. That is, we indicate that we are not interested in the answer sets of the entire network of component programs, but only in answer sets of a single component program. The underlying intuition is that of auxiliary functions or, in terms of agents, a team governed by a leader who forwards (and possibly amends) the conclusions. We are thus varying the communication mechanism, without altering the expressiveness of the agents in the network.

**Definition 4.1.** Let $\mathcal{P}$ be a communicating program and $Q \in \mathcal{P}$ a component program. A $Q$-focused answer set of $\mathcal{P}$ is any subset-minimal element of

$$\{ M \downarrow Q \mid M \text{ an answer set of } \mathcal{P} \}.$$

If we are only interested in $Q$-focused answer sets, then $\mathcal{P}$ is called a $Q$-focused communicating program, denoted as $\mathcal{P} \downarrow Q$. As before, we drop the $Q$-prefix when the component program $Q$ is clear from the context.

**Example 4.2.** Consider the communicating program $\mathcal{P}_{\text{focus}} = \{ Q, R \}$ with the rules

$$
\begin{align*}
Q &: a \leftarrow b \leftarrow c \leftarrow \neg R : c \\
R &: a \leftarrow \neg c, c \leftarrow \neg a, d \leftarrow c.
\end{align*}
$$

The communicating program $\mathcal{P}_{\text{focus}}$ has two answer sets, namely $M_1 = Q : \{ a, b, c \} \cup \{ R : a \}$ and $M_2 = Q : \{ a, b \} \cup R : \{ c, d \}$. The only $Q$-focused answer set of $\mathcal{P}_{\text{focus}}$ is $\{ a, b \}$ since $M_1 \downarrow Q = \{ a, b, c \}$ and $M_2 \downarrow Q = \{ a, b \}$.

This simple extension is all that is needed to take another step in the complexity hierarchy. That is, the complexity of finding the answer sets of a focused communicating program is $\Sigma^P_2$-hard.\(^1\) Before we state this result, we first explain that any positive disjunctive program can be simulated using focused communicating programs. The underlying intuition is straightforward. We delegate the disjunction in the head to a new component program where we simulate the corresponding choice using negation-as-failure. The results of these component programs are then grouped in an aggregate component program on which we focus to ensure that we only retain the minimal models that correspond with the answer sets of the original positive disjunctive program. We start with an example to illustrate the simulation.

---

\(^1\)Recall that $\Sigma^P_2$ is the class of problems that can be solved in polynomial time on a non-deterministic machine with an NP oracle, i.e. $\Sigma^P_2 = \text{NP}^{\text{NP}}$. 
Example 4.3. Consider the positive disjunctive program $D = \{a; b \leftarrow, a \leftarrow b, b \leftarrow a\}$. The corresponding focused program $(P_{\text{simulate}})\downarrow Q = \{Q, R_1\}$ has the following rules:

- $R_1 : a \leftarrow \text{not } R_1 : b$
- $R_1 : b \leftarrow \text{not } R_1 : a$
- $Q : a \leftarrow R_1 : a$
- $Q : b \leftarrow R_1 : b$
- $Q : a \leftarrow Q : b$
- $Q : b \leftarrow Q : a$

The answer sets of $P_{\text{simulate}}$ are $\{R_1 : a\} \cup Q : \{a, b\}$ and $\{R_1 : b\} \cup Q : \{a, b\}$. The unique answer set of $(P_{\text{simulate}})\downarrow Q$ is therefore $\{a, b\}$, which is also the unique answer set of $D$.

Definition 4.4. Let $D = \{r_1, \ldots, r_n, r_{n+1}, \ldots, r_s\}$ be a positive disjunctive program where $r_i = \gamma_i \leftarrow \alpha_i$ such that $|\gamma_i| > 1$ for $i \in \{1, \ldots, n\}$ and $|\gamma_i| \in \{0, 1\}$ for $i \in \{n+1, \ldots, s\}$. The focused program that simulates $D$, $P_{\downarrow Q} = \{Q, R_1, \ldots, R_n\}$, is defined by

$$Q = \{r_i \mid i \in \{n+1, \ldots, s\}\}$$

$$\cup \{l \leftarrow \{R_i : l\} \cup \alpha_i \mid i \in \{1, \ldots, n\}, l \in \gamma_i\}$$

(4.1)

where for $i \in \{1, \ldots, n\}$ we have

$$R_i = \{l \leftarrow \text{not}(\gamma_i \setminus \{l\}) \mid l \in \gamma_i\}.$$

(4.2)

Proposition 4.5. Let $D$ be a positive disjunctive program and $P_{\downarrow Q}$ the focused communicating program that simulates $D$. $M$ is an answer set of $D$ iff $M$ is an answer set of $P_{\downarrow Q}$.

We can thus use focused communicating programs to solve existential-universal quantifiable boolean formulae (e.g. by simulating the disjunctive ASP program proposed in [Bar03]). This can be used as the basis of a proof to show that finding the answer sets of focused communicating programs is in $\Sigma^P_2$.

Corollary 4.6. Deciding whether a $Q$-focused communicating (simple) program $P_{\downarrow Q}$ with two or more component programs has an answer set containing a specific literal $l$ is $\Sigma^P_2$-hard. Membership in $\Sigma^P_2$ can also be shown, thus this problem is $\Sigma^P_2$-complete.

5. Related Work

A large body of research has been devoted to combining logic programming with multi-agent or multi-context ideas for various reasons. Among others, the logic can be used to describe the (rational) behaviour of the agents in a multi-agent network, as in [Del99]. It can be used to combine different flavours of logic programming languages [Luo05, Eit08]. It can be used to externally solve tasks for which ASP is not suited, yet remaining in a declarative framework [Eit06]. It can also be used as a form of cooperation, where multiple agents or contexts collaborate to solve a difficult problem [De05, Van07].

The approach described in this paper falls into this last category and studies the expressiveness of the communication component in communicating ASP. In contrast to [De05, Van07] our approach is based on simple programs and on asking for information instead of pushing (partial) answer sets to the next ASP program in the network. Like in [De05], but in contrast with [Van07], we allow circular communication between programs and do not force a linear network of ASP programs that in turn refine the results of previous steps.
Table 1: Complexity of Communicating Answer Set Programming

<table>
<thead>
<tr>
<th></th>
<th>no communication</th>
<th>with communication</th>
<th>focused communication</th>
</tr>
</thead>
<tbody>
<tr>
<td>simple program</td>
<td>P-hard</td>
<td>NP-hard</td>
<td>Σ²ₚ-hard</td>
</tr>
<tr>
<td>normal program</td>
<td>NP-hard</td>
<td>NP-hard</td>
<td>Σ²ₚ-hard</td>
</tr>
</tbody>
</table>

Complexity studies in this setting have been performed but with some notable differences. For example, [Bre07] generalises towards heterogenous non-monotonic multi-context systems in which different flavours of logic programming languages work together to solve a problem.

It is shown that the complexity of verifying whether some literal is contained in some (resp. all) solutions is in Σₚᵏ (resp. Πₚᵏ), where the value of k depends on the underlying logic that is used.

In [DT09], recursive modular nonmonotonic logic programs (MLP) under the ASP semantics are considered. The main difference between MLP and our simple communication is that our communication is parameter-less, i.e. the truth of a situated literal is not dependent on parameters passed by the situated literal to the target component program.

The work in this paper is different from all of the above in that it studies the expressiveness of communicating answer set programs with simple rules while varying the mechanisms for parameter-less communication between the agents.

6. Conclusion

In this paper we have systematically studied the effect of adding communication to ASP in terms of expressiveness and computational complexity. One of the most interesting results is that communicating simple programs (without negation-as-failure) are expressive enough to simulate communicating normal programs (with negation-as-failure). To show this, we have provided an actual translation of a communication normal ASP program into an equivalent communicating ASP program with only simple rules. Since normal programs are a special case of communicating normal programs, and solving normal programs is known to be NP-complete, this entails that solving communicating simple programs is an NP-hard problem.

Additionally, we introduce focused communicating programs where we “focus” on the results of a single component program. The other component programs can still contribute to solving the problem at hand, but they no longer have a direct influence over the resulting answer set. Indeed, the component program on which we focus can override any and all conclusions. Such focused communicating programs can easily be obtained by varying the parameter-less communication mechanism found in the communicating programs introduced in the first part of this paper. Focused communicating programs can be used to simulate programs with disjunctive rules without negation-as-failure and are able to solve problems in Σ²ₚ. Table 1 summarises our main results.
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