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Abstract—The  linear  association  between  two  continuous 
quantities  is  often  assessed  in  terms  of  Pearson’s  correlation 
coefficient,  r.  However,  if  the  data  are  not  homogeneous,  i.e., 
consist of groups, then it is important to decompose the “total” 
correlation into components that measure the correlation within 
the  groups,  and the  correlation  between the  groups.  Although 
this type of decomposition is relatively well-known, it appears to 
be rarely practiced. To illustrate the importance of distinguishing 
between  the  three  notions  of  correlation,  we  compute  the 
correlations  between  Intracranial  Pressure  (ICP)  and  three 
quantities:  1)  maximum  Flow  Velocity,  FV  (obtained  from 
Transcranial Doppler), 2) Arterial Blood Pressure (ABP), and 3) 
Zero-Flow  Pressure  (ZFP).   We  show  that  FV  is  useless  for 
predicting mean (over time) ICP for patients, but is more useful 
for monitoring ICP across time for a given patient. Similarly for 
ABP.  By contrast,  ZFP is  useful  for  predicting  mean  ICP for 
different patients, but useless for monitoring an individual’s ICP 
across time. 

Index  Terms—Performance  evaluation,  correlation,, 
noninvasive treatment, intracranial pressure sensors

INTRODUCTION

IVEN data on two continuous quantities x and y, the 
strength of the (linear)  association between them is 
often assessed by a scatterplot  of  y vs.  x.  A strong 

linear  pattern along the diagonal  of the scatterplot  indicates 
strong  association.  If  x and  y are  observations  and 
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corresponding  predictions,  respectively,  then  the  overall 
position of the points on a scatterplot, relative to the diagonal, 
is  a  measure  of  the  accuracy  of  the  predictions,  and  the 
amount of scatter about the diagonal gauges the precision of 
the  predictions.  A  popular,  scalar  measure  of  the  latter  is 
Pearson’s correlation coefficient [1], here denoted r. 

If  the  data  are  not  homogeneous  (i.e.,  if  the 
scatterplot scatterplot  displays clusters/groups), then there are 
three  different  correlations:  1)  correlation,  ignoring  the 
existence  of  groups  altogether;  2)  correlation  within  the 
groups; and 3) correlation across the groups. Borrowing from 
the language of analysis of variance [2], in this paper we refer 
to  these  as  total  correlation,  within-group  correlation,  and 
between-group correlation,  respectively.  Each of these three 
correlations  has  a  different  meaning,  and  the  appropriate 
choice depends on the problem at hand. For instance, a large 
within-group correlation between x and y suggests that one can 
predict  y from  x,  but not necessarily across the groups.  The 
manner  in which knowledge of  x in  one group affects  y in 
another group is related to the between-group correlation.  

The “causes” of groups in scatterplots can vary, but a 
common  situation  in  which  groups  occur  is  when  multiple 
measurements  (and  predictions)  are  made  on  multiple 
subjects,  in which case each group corresponds to a unique 
subject.   

The  notion  of  within-group  and  between-group 
correlation is a natural extension of the same notion pertaining 
to  variance  [2].  Both  are  relatively  well-known,  and  even 
common-knowledge in many circles.  However,  as shown in 
the next section, many practitioners often fail to acknowledge 
the  distinction,  and  so,  either  compute  the  total  correlation 
even in the presence of groups in the data, or compute only 
one  of  the  components.   In  all  of  these  instances  valuable 
information is lost. 

One way to illustrate the importance of distinguishing 
between  the  total  and  within-group  correlation  is  through 
Simpson’s paradox [3]: Consider the simulated data shown in 
Fig  1.  The  r for  each  of  the  two  groups  (i.e.,  measuring 
correlation within-group) is 0.9. But the total  r for the entire 
data set is zero. In other words, by examining only the total 
correlation, one can miss the fact  that the correlation within 
group  is  very  high.  More  realistic  examples  are  provided 
below. 

I.INTRACRANIAL PRESSURE (ICP)

ICP is an important  factor  in monitoring patients who have 
experienced head trauma as well as other conditions [4], [5]. 
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Direct measures of ICP are invasive, requiring the placement 
of  pressure  sensors  within  the  cranium.  Therefore,  there  is 
great interest in finding noninvasive measures of ICP [6]-[28]. 
Three  predictors  of  ICP  proposed  in  the  literature  are 
maximum Flow Velocity (FV) as  measured by Transcranial 
Doppler,  Arterial  Blood  Pressure  (ABP),  and  Zero-Flow 
Pressure (ZFP) [6,7,11,26].  It  is important to point out that 
none of these predictors are clinically useful, especially when 
used  one  at  a  time.  However,  they  suffice  to  illustrate  the 
importance  of  separately  considering  within-group  and 
between-group correlations.

As shown below, these data are not homogeneous, and so, 
there  exist  different  notions  of  correlation,  each  with  a 
different  meaning  and  utility  depending  on  the  problem at 
hand.  If one is interested in predicting the mean (over time) 
ICP  for  a  patient,  then  the  between-group  correlation  is 
appropriate for assessing the quality of the predictions. On the 
other hand, if one is interested in predicting ICP, for a given 
patient,  across  time,  then  the  appropriate  quantity  is  the 
correlation within-group.

The ICP literature abounds with instances where correlation 
between  ICP  and  some  other  quantity  is  examined.  The 
quantity may be a noninvasive estimate of ICP (e.g., ZFP), or 
simply a predictor of ICP (e.g., FV or ABP). In the former, the 
correlation is employed to assess the quality of the predictions, 
while  in  the  latter  it  is  used  for  determining  the  predictive 
strength  of  the  predictor.  All  of  the  aforementioned  ICP-
related articles [6]-[28] report some value of r, but they report 
either the total correlation, or only one of between-group or 
within-group  correlation.  Some  [11,17,24,27]  of  the 
aforementioned works even report  scatterplots which clearly 
display  groups,  and  yet  they  still  compute  only  the  total 
correlation.  As  such,  correlation  is  not  being  properly 
interpreted. 

The next section demonstrates the consequences of this type 
of misinterpretation in a concrete example. Other illustrations 
of the notions of between-group and within-group correlation 
can be found in [28-30].

II.DATA AND METHOD

We  collected  data  on  FV,  ABP,  ICP  and  ZFP  for  104 
patients. Details of the data are presented in [26]. In order to 
examine  the  association  between  x=FV  and  y=ICP,  and 
between x=ABP and y=ICP, 200 random samples (at different 
times) were taken from each patient’s data. Most measures of 
ZFP involve linearly extrapolating ABP to the point where FV 
is  zero  (hence,  the  name  zero-flow-pressure).  To  study  the 
association between x=ZFP and y=ICP, 200 random samples 
(at different  times), across a time window 7.5 seconds long, 
were taken from each patient’s data, and compared with the 
mean of ICP across the same time window. Said differently, 
the  study  of  correlations  here  involves  104  groups,  each 
consisting of 200 points. 

The total correlation was measured by computing r across 
the  entire  data  (i.e.,  104*200  cases),  ignoring  the  groups 
altogether. Computing r within each of the groups (i.e., across 

200 cases), and then averaging them across the 104 patients 
was  taken  as  the  measure  of  within-group  correlation.  The 
histogram of the within-group correlations is also examined, 
because there are instances in which this histogram is skewed, 
and  so,  the  mean  of  the  within-group  correlations  is  not 
necessarily the best summary measure of the distribution. The 
between-group correlation is obtained by averaging the x and 
y values for each group across  the 200 points (leading to a 
scatterplot where each group is replaced by the average of the 
corresponding x and y), and then computing r across the 104 
patients. 

III.RESULTS

 Table  1  shows  all  of  the  correlations.  (All  but  two  are 
associated  with  very  low  p-values,  suggesting  that  the 
true/population correlations are nonzero. The two correlations 
whose  zero  value  cannot  be  ruled  out,  because  of  high  p-
values,  are very low, and marked with a *.)

If one were to consider only the total correlation, then the 
conclusion would be that FV is not correlated with ICP, but 
ABP  and  ZFP  are  correlated  with  ICP.  This  would  be  an 
incorrect conclusion; the true nature of the correlation is more 
complex; see the top panels of Fig.2 and Fig. 3.  For instance, 
in  spite  of  being  apparently  uncorrelated  (according  to  the 
total r), the value of the within-group correlation suggests that 
FV is  correlated  with ICP,  for  individual  patients.  In  other 
words,  monitoring  FV  for  a  given  patient  provides  a 
noninvasive estimate of ICP for that patient. The low value of 
the between-group correlation implies that one cannot estimate 
a patient’s mean (over time) ICP from knowledge of the mean 
FV. 

ABP offers a somewhat different conclusion: The non-zero 
value  of  the  total  correlation  suggests  that  ABP  may  be  a 
predictor  of  ICP,  albeit  a  week  predictor  because  of  the 
relatively low value of the correlation (i.e.,  0.22).  However, 
the between-group correlation is about 0.5, and is therefore a 
much better predictor if one employs ABP for monitoring a 
given  patient’s  ICP.  The  between-group  correlation  is  still 
relatively low (0.21); although it will provide some measure of 
predictability of mean ICP across patients, the quality of the 
prediction is likely to be poor. 

By contrast with ABP and FV, the pattern of correlations 
between ZFP and ICP is “reversed;” the total  correlation is 
relatively high (0.51), but all of that is due to between-group 
correlation (0.52). The within-group correlation is nearly zero. 
As such,  ZFP is a poor predictor of ICP for a given patient’s 
ICP as a function of time, but it  is a much better predictor 
when a patient’s mean (across time) ICP is desired. 

The scalar numbers in Table 1 can be diagnosed further by 
examining Fig. 2 and Fig. 3. The top panel in Fig. 2 shows the 
scatterplot  of  FV and  ICP for  all  104 patients  (in  different 
colors). The low value of the total correlation noted in Table 1 
is  substantiated  in  this  scatterplot.  The  histogram  of  the 
correlation coefficient between FV and ICP for each patient is 
shown in the middle panel  of Fig.  2. It  is the mean of this 
histogram, which is reported in Table 1 as the within-group 
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correlation. Given the skewed nature of this histogram, it  is 
evident that the mean under-estimates the correlation within-
group.  For  example,  the  median  of  the  within-group 
correlations is 0.46 (as compared to the mean which is 0.43). 
The scatterplot of the patient means (bottom panel) confirms 
the  low value  of  the  between-group  correlation  reported  in 
Table 1.   

The analogous figures for examining the correlations 
between ABP and ICP are similar to those in Fig. 2, and are 
therefore not shown. 

Fig. 3 shows the analogous figures for examining the 
correlations between ZFP and ICP. The top panel shows the 
scatterplot  of  ICP  vs.  ZFP  for  all  104  patients.   The 
distribution of within-group correlations (middle panel) shows 
that  the  within-group  correlations  span  the  full  range  from 
nearly -1 to nearly +1.  In other words, for some patients, ZFP 
is a nearly perfect predictor of ICP, and for some patients it is 
not.  Barring  any  information  that  can  a  priori  discriminate 
between these classes of patients, on the average the within-
group  correlation  is  zero,  and  so,  ZFP  is  not  useful  for 
predicting  ICP across  time for  a  given  patient.  The  bottom 
panel  shows the scatterplot  of the group-means of  ZFP and 
ICP,  and  confirms  the  relatively  large  between-group 
correlation shown in Table 1. 

IV.CONCLUSION AND DISCUSSION

The  conclusions  of  this  study  are  two-fold:  1)  We have 
demonstrated that examining the total correlation coefficient 
can lead to incorrect or misleading conclusions regarding the 
nature of the underlying relationship between two variables. It 
is important to consider the within-group and between-group 
correlations  as  well,  because  they  have  different  practical 
implications.  2) By examining a large data set involving the 
FV, ABP, ZFP, and ICP of 104 patients, we have shown that 
there exists a complex relationship regarding the strength of 
these quantities in terms of estimating ICP; briefly,  FV and 
ABP  are  good  predictors  of  ICP  within-patient  (i.e.,  for 
monitoring the ICP of a given patient across time), while ZFP 
is a good predictor of ICP between-patients. 

In [26] we proposed several revisions to the methodology 
for computing ZFP all of which were shown to improve the 
quality  of  the  ICP  prediction.  Several  measures  of  quality 
were  employed,  but  none  were  decomposed  in  the  fashion 
proposed here.  We have now performed that decomposition, 
but the conclusions in [26] are unaffected, and so the results 
are not discussed here. 

The within-group and between-group correlations computed 
here may be considered naive, because they are not based on a 
rigorous  decomposition of  covariance  into within-group and 
between-group terms. We have performed that decomposition, 
and  found  that  the  results  are  virtually  the  same  as  those 
reported here. A technical memo, describing that approach is 
available upon request from the corresponding author.    

It  is worth mentioning that in this paper,  all references to 
"good" or "bad" predictors of ICP are in the relative sense.  In 
fact,  none of these predictors  are sufficiently good to be of 

clinical  use.  The  quality  of  ZFP  (the  best  of  the  three 
predictors  considered  here)  as  an  ICP  predictor  has  been 
thoroughly examined in [26].
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Fig. 1.   Illustration of Simpson’s paradox. The correlation 
coefficient between x and y within each cluster is 0.9, but the 
overall correlation coefficient is 0.

TABLE I
CORRELATION TOTAL, WITHIN, AND BETWEEN GROUPS 

Total Within Between

ICP and FV         0.042        0.43     -0.04*

ICP and ABP         0.22        0.49      0.21

ICP and ZFP         0.51        0.07*
 

    0.52

* non-significant at α=0.05
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Fig. 2.  Top panel: Scatterplot of 200 measurements of ICP 
and FV for 104 patients (in different colors). Middle Panel: 
Histogram of the 104 within-group correlations, and 
scatterplot displaying the between-group correlation.

Fig. 3.  Same as Fig.2 but for ICP and ZFP.


