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ABSTRACT
The use of crowdsourcing platforms, such as Amazon’s Mechan-
ical Turk (MTurk), have been an effective and frequent tool for
researchers to gather data from participants for a study. It pro-
vides a fast, efficient, and cost-effective method for acquiring large
amounts of data for a variety of research projects, such as surveys
that may be conducted to assess the use of information technology
or to better understand cybersecurity perceptions and behaviors.
While the use of such crowdsourcing platforms has gained both pop-
ularity and acceptance over the past several years, quality concerns
remain a significant issue for the researcher. This paper examines
these issues.

CCS CONCEPTS
• Security and privacy→ Social aspects of security and pri-
vacy; • Social and professional topics → User characteristics;
• Applied computing→ Law, social and behavioral sciences.
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1 INTRODUCTION
Online crowdsourcing platforms, such as Amazon’s Mechanical
Turk (MTurk), have been around since at least 2005 [11]. It allows
researchers and others to place a task, referred to as a “human intel-
ligence task” (HIT), on the platform and request a specified number
of workers, referred to as “Turkers,” to complete the work for a
specified amount of compensation. These types of platforms help
researchers easily overcome one of the more challenging obstacles
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in conducting human subjects research—the acquisition of a suffi-
cient number of participants. Additionally, since Turkers reside in
large numbers across the United States of America and elsewhere,
it is simple to obtain a large number of participants quickly and
efficiently for a cost that is often far less than other approaches
[2, 13]. Nonetheless, quality concerns remain an important issue for
the researcher. In this paper, we will explore some of these issues in
more detail, including an examination of the experiences we have
had in using this platform.

2 BACKGROUND
Conducting research that involves human participants poses many
challenges, including seeking and obtaining human subjects ap-
proval, obtaining funding to provide fair compensation, acquiring
quality results, finding enough participants to satisfy the require-
ments of the study with respect to sample size, and procuring a
sample that is diverse on any number of measures (e.g., geographi-
cally). Crowdsourcing platforms address many of these challenges,
while also introducing some of their own.

Prior to the advent of online crowdsourcing platforms, it was
common for researchers to use student populations, such as sopho-
mores in an introductory psychology class [12]. One discipline in
which human subjects research is quite common, psychology, often
requires their students to participate in a number of studies as part
of their degree requirements. Compensation may or may not be
provided. The participation of students in research studies does
serve multiple purposes, such as the student obtaining first-hand
experience what it is like to be a participant in a study and also
providing a source from which researchers may obtain a sample.
However, the level of homogeneity on a variety of demographics
can be problematic. More often, these samples consist of undergrad-
uate students attending a specific college in a specific location.

MTurk provides for a geographically diverse population with
participants primarily residing in the United States of America.
Similar platforms exist in other countries and continents, as well
as the United States [13]. However, Turkers do tend to be more
highly educated and are more likely to be White than the popu-
lation at large [2]. Thus, this should be taken into account when
seeking greater diversity on demographics related to education
and/or ethnicity. Likewise, it is relatively easy to obtain a sample
of several hundred or even over 1,000 in as few as 24 hours [2].
Compensation is determined by the researcher and presented to
the potential Turker prior to them accepting the task. However, it
is not uncommon for Turkers to be vastly underpaid for the work
being asked of them [5]. Ethical considerations should be taken into
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account with respect to providing fair compensation to individuals
being asked to perform work. Some research has suggested that
the median wage for Turkers may be as low as $2 per hour [4].

Generally speaking, quality has been considered to be quite good
with MTurk workers and comparable to other sample types [8, 13].
However, it may not be appropriate to assess quality in the same
manner (e.g., Cronbach’s Alpha) that is done for samples obtained
through other recruitment methods [13]. Our experiences support
much of what is noted above with respect to MTurk, including how
easy it is to obtain large sample sizes quickly, efficiently, and for
an overall low cost. However, some types of studies may not lend
themselves as well to MTurk and other crowdsourced platforms. Or,
perhaps, these other types of studies may reveal more accurately
some of the quality concerns that may be inadvertently overlooked
and not easily detected through traditional quantitative statistical
analysis techniques.

3 CASE STUDIES
We conducted two large-scale studies using the MTurk platform.
These studies consisted of both quantitative and qualitative ques-
tions. Multiple quality control questions were inserted into each
study as attention check questions. These were limited to the quan-
titative questions with the answer provided in the question itself.
Logic was employed within the Qualtrics survey platform that
ended the survey once an incorrect answer was provided to a qual-
ity control question.

This accomplishes three things: 1) It preserves the MTurk rat-
ing of Turkers since they will not be provided with the correct
completion code and thus will not have their work rejected after
submission (i.e., they will not submit their work for compensation
in the first place); 2) As a result of the first item, researchers are
less likely to obtain emails requesting a reversal on the rejection.
Turkers can become quite persistent and argumentative when their
work is rejected and it impacts their ability to obtain future work
due to their lower overall quality rating, and 3) It helps make sub-
sequent data analysis easier since it is clear which Turkers had
their work rejected automatically. A problem with this approach
is part of the intended outcome—Turkers not having their quality
rating impacted. If their quality rating were to be impacted, it would
perhaps discourage low quality work to a certain extent.

3.1 Study 1
In our first study [10], we set the quality threshold for who would
be eligible to complete the task quite low. In order to be eligible,
the Turker had to have previously completed at least 50 prior HITS
with an approval rate of at least 95%. We obtained a sample of 1,072
after 73 of the responses were discarded through the use of logic
due to failing one or more quality control questions. However, this
is not the complete story.

We included two questions to determine if they should be asked
additional questions related to their own personal experiences as it
related to having experienced shame for cybersecurity incidents
they were involved in within the context of an organizational set-
ting. For the first question, 429 of the retained participants provided
an answer that led them to being asked subsequent qualitative
questions about their experience. However, there were many odd

answers to these questions. It was not a matter of poor language
ability, but rather answers that did not even begin to answer the
questions being asked. This included several repeat answers to
the questions. It appears participants were either using automated
tools or manually placing the questions into search engines and
then taking results from those searches and entering them in as
their answers. Two raters were used to examine the results to
the open-ended questions. If both raters agreed that it was more
likely than not an illegitimate answer then the responses from that
participant were discarded. Through careful textual analysis, we
determined that out of the initial 429 participants answering this
set of questions, only 53 (12.4%) provided usable responses to these
open-ended questions.

For the second question, 342 participants provided answers that
led them to the other set of questions. While less pronounced than
what was found for the first question, a very small number (N=107;
31.3%) of usable responses were found. This number is incredibly
low. Andwhile much of this may be attributable to the relatively low
Turker qualifications required to complete this HIT, the problem is
not solved by simply increasing said qualifications.

3.2 Study 2
In our second study [9] (forthcoming), we opted to significantly
increase the worker qualifications for those eligible to complete the
HIT. Instead of 50 prior HITS at a 95% approval rate, we increased it
to a minimum of 1,000 prior HITS with a 98% approval rate. There
were 1,054 participants that began the survey with 1,000 success-
fully answering both attention check questions. As with Study 1,
in Study 2 we had open-ended questions that were presented to
the participants depending on their answer to a previous question.
All participants were presented with some open-ended questions
related to having experienced regret for cybersecurity incidents
they were involved in, whether personally or within the context of
an organizational setting.

Similar to Study 1, there were many responses that were not
legitimate answers to the questions presented to them or they
simply failed to answer the questions. Based on the same textual
analysis approach noted in Study 1, we found 337 responses that had
to be discarded. Thus, approximately 27% of the participants failed a
quality control check either through the automated attention check
questions or through the textual analysis, while another 9.9% failed
to answer the open-ended questions or provided a simple one-word
answer (e.g., good).

Overall, this marks a significant improvement from Study 1. Even
if we were to give the complete benefit of the doubt to participants,
27% of them still failed quality control checks, which is significantly
higher than the often touted 4% to 10% failure rate [2, 8, 13].

4 DISCUSSION
Quality control issues with MTurk are not new [1, 6, 7, 14]. There
are online MTurk communities out there that provide a venue
for Turkers to share HITS, provide feedback on requesters (e.g.,
researchers requesting the work), and identify the quality control
question(s) for others. Virtual private networks (VPNs) are used to
circumvent geographic restrictions on certain studies. Additionally,



CrowdsourcingQuality Concerns SIGITE ’22, September 21–24, 2022, Chicago, IL, USA

various tools for automationmay be found and employed by Turkers
to increase the speed in which they can complete tasks.

Although quality control issues are a significant concern for
researchers using crowdsourcing platforms, it does not mean that
the use of such platforms should not be used. They provide a very
important outlet for researchers to obtain data efficiently and cost-
effectively—the value of which has not been matched by other
means. Instead, it is important to be aware and develop as many
different types of quality control checks as is reasonable. We did not
use MTurk’s “Master” workers for either study, which costs extra
money with unclear benefits. However, it would be interesting to
observe how they would perform in similar studies.

At the same time, it is important for researchers to provide fair
compensation to Turkers. One way we assess this is by including
a question in each of the studies for which MTurk is used and ask
them how the compensation provided compared to similar projects
on the MTurk platform: 1) Better compensation compared to others;
2) About the same, or 3) Less compared to others. Our goal that
we have successfully met in each study is for 90% or more of the
participants to indicate that the compensation received was about
the same or better than similar projects.

Finally, it is important to note that in both studies we obtained a
large number of incredibly high-quality responses fromTurkers that
genuinely wanted to provide thoughtful responses to our questions.
The level of anonymity provided by MTurk for the Turkers also
affords them with perhaps a greater level of comfort to share their
experiences and perceptions. In face to face studies, even conducted
virtually, this same level of comfort would not be present [3].

5 CONCLUSION
This paper examined quality control issues present in the MTurk
platform. Additionally, it demonstrated how such issues may not be
easily found in strictly quantitative studies. Thus, statistical analy-
ses and conclusions therein are being drawn based on data that may
have significant unknown quality control issues. After all, if this
large number of Turkers are not answering open-ended questions
in a thoughtful and/or truthful manner, it is likely safe to assume
that the same is true for their responses to strictly quantitative
questions.

Improving the requirements for Turkers to complete a HIT did
help significantly, but it was not a panacea. Additional measures
are needed. Other automated quality control measures may also

be employed, such as asking them the same few questions (e.g.,
demographics) at both the beginning and end of the survey. If they
do not match then it may suggest a quality control issue for that
response. Crowdsourcing platforms are too valuable for us to throw
the baby out with the bathwater; however, it is critical that we
continue to evaluate their use.
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