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Abstract—In this paper, we investigate the problem of trust
formation in virtual world interaction networks. The problem
is formulated as one of link prediction, intranetwork and
internetwork, in social networks. We use two datasets to
study the problem - SOE’s Everquest II MMO game dataset
and IBM’s SmallBlue sentiments dataset. We explore features
based on the node’s individual properties as well as based on
the node’s location within the network. In addition, we take
into account the node’s participation in other social networks
within a specific prediction task. Different machine learning
models built on the features are evaluated with the goal of
finding a common set of features which are both robust and
discriminating across the two datasets. Shortest Distance and
Sum of Degree are found to be robust, discriminating features
across the two datasets. Finally, based on experiment results
and observations, we provide insights into the underlying online
social processes. These insights can be extended to models for
online social trust.

I. INTRODUCTION

Trust is a ubiquitous phenomenon in social networks,

people trust one another for different reasons in a vary of

social contexts. A person may trust another person because

of homophily, the other person’s expertise in an area or

because other people in her network may already trust that

person. Previous research on trust in social networks has

shown that homophily is observed between people who trust

one another but it may not be necessarily be the case that

homophily leads to trust [6]. There may be additional factors

which may affect a person’s decision to trust another person

e.g., how people socialize in other contexts. Thus it may be

the case that having trade relationships with another person

may affect how a person trusts another person or being

an apprentice to another person would positively affect a

person’s decision to trust them. Given the wide variety of

contexts and disparities with respect to why people trust

others, the decision to trust may be context specific or there

may be a set of context independent reasons applicable

across multiple domains which may determine why people

trust one another. In this paper we address this problem by

operationalizing it in the context of link prediction in trust

based social networks and extend it to other social networks.

To the best of our knowledge, no prior work has done a

comprehensive study of a set of features that can be used for

the prediction of trust in social networks. The utility of such

a study not only lies in a set of features that can be used

for prediction in trust networks and other social networks,

but also the discovery of a set of common features that are

robust across many domains. Such robust predictors of trust

can also be useful in the inter-component interactions of

self-organizaing systems. In this paper we use two different

datasets for studying link prediction problems: Sony Onile

Entertainment’s (SOE) Everquest II MMO game dataset and

IBM’s SmallBlue sentiments dataset. We emphasize that both

of these datasets are annonymized so that it is not possible

to link back an account in either EQII or IBM SmallBlue

back to the corresponding person in the offline world.

II. RELATED WORK

Trust has been a well-studied problem in computer science

across diverse areas such as computer networks, distributed

systems, game theory and agent systems and has gained

importance in Web related research regarding reliability of

web sites and resources [4]. Trust propagation models are

an important part of computing with social trust and such

models have been proposed in [7], [18] and [12]. While

[7] uses small world concepts to optimize formation and

propagation of trust, [18] and [12] use local group trust

metrics in social networks. [6] provides a survey of impor-

tant research in computing with social trust and includes

models, metrics and applications of social trust. This list of

features analyzed in this paper is far more comprehensive

than previously examined.

III. METHODOLOGY AND DATA DESCRIPTION

In this paper, the problem of trust formation in social

networks is formulated as one of predicting formation of

links/ties. We use a supervised learning approach to link

prediction adopting the framework developed by Hasan et

al [10]. The dataset is divided into training and test period.

In this binary classification setup, a positive instance is a

node-pair which has no edge in the training period, but has

an edge in the test period. A negative instance is a node-

pair for which no edge exists either in the training or the

test period. In addition to predicting link formation within

the same network, we also address the problem of prediction

across social networks [2].



The EQII dataset consists of network data from four

different social networks within the game. Each of these

networks represent different types of socialization in EQII

and can be described as follows:

• Housing-Trust: A housing-trust edge is constructed

when one player grants trust access to another player

to his or her house within the game.

• Mentoring: Players have the option to mentor other

players within the game. A mentor helps the apprentice

in level up in the game.

• Trade: Players can trade virtual items with one another.

An edge is formed between two players if they trade

an item with one another.

• Grouping: The completion of certain tasks requires

players to group together. The size of the groups can

range from groups of size 2 to groups of size 24.

The training period for the EQII dataset is from February

2006 to June 2006 and the test period is from July 2006 to

August 2006.

The SmallBlue dataset is constructed from IBM internal

communications. Each communication is labelled as positive

or negative based on the sentiment contained in the commu-

nication. This gives us two networks for our link/sentiment

prediction task. The training period for the SmallBlue dataset

is from January 2008 to August 2008 and the test period is

from September 2008 to December 2008.

Within each dataset, we consider all combinations of

networks in the training and test periods. Each such com-

bination becomes a prediction task, yielding 16 prediction

tasks for the EQII dataset and 4 prediction tasks for the

SmallBlue dataset (as shown in the columns of figures 1

and 2). Each of the prediction task uses 60000 samples.

IV. FEATURES DESCRIPTION

We investigate three broad categories of features for the

problem as outlined in the following sub-sections. Each

feature is computed for a pair of nodes i,j in the training

network.

indicator(i, j) =

{

1, if φ(i) = φ(j)
0, otherwise

(i)

sum(φi,j) = φ(i) + φ(j) (ii)

diff(φi,j) = |φ(i)− φ(j)| (iii)

where, φ(x) is a feature calculated for node x.

A. Features derived from node properties

The following 16 features capture node properties, and

are computed using Equations i, ii or iii. In a social

network, these include demographics; communications net-

works might describe what kind of hardware is being used

or the protocols required for communication; information

networks might describe the algorithms for sensor fusion or

the databases.

• Human Gender and Country Indicators. (1, 2)

• Avatar Gender and Country Indicators. (3, 4)

• Avatar Class and Guild Indicators. These

features capture memberships and interests. (5, 6)

• Sum and Difference of Human Age. (7, 8)

• Sum and Difference of Avatar Age.1 These

features capture activity levels. (9, 10)

• Sum and Difference of Joining Age. The ages

of the players when they joined the game. (11, 12)

• Sum and Difference of Character Level at

end of the training period. These features

capture expertise. (13, 14)

• Sum and Difference of Guild Rank at the

end of the training period. These features

capture seniority. (15, 16)

B. Topological features

Topological features are derived from the node’s location

in its network, including its relationships to its neighbors

and how well connected it is. For this discussion, let G(i)
be the set of i’s neighbors.

• Difference in Relative Degree centrality: Degree cen-

trality is based on the number of edges incident upon

the node (i.e., the number of ties that a node has) [14];

the relative degree centrality of a node i is:

CD(i) =
deg(i)

n− 1
(17)

• Difference in Relative Betweenness centrality: Be-

tweenness centrality of a node is a measure based on

the number of shortest paths that a vertex lies in [5]:

CB(i) =
∑

s 6=i 6=t∈V

σst(i)

σst

where σst is the number of shortest paths from s to

t and σst(i) is the number of shortest paths from s
to t that pass through vertex i. Relative betweenness

centrality is given by

C ′
B(i) =

CB(i)

n(n− 1)/2
(18)

• Sum and Difference of Node degree (19, 20)

• Shortest distance between the two nodes (21)

• Sum of Clustering Index: Clustering index is the frac-

tion of pairs of a person’s collaborators who have also

collaborated with one another [13].

C(i) =
3× number of triangles

number of connected triples
(22)

1We use player sums of session lengths (in minutes) to approximate
avatar age. A player session is defined as a contiguous period of player
activity. Since the activity logs in EQII only record player actions, we used
a a simple heuristic to define player session. A session consists of sets of
activities which are separated by no more than 30 minutes.



• Number of Common neighbors: as given by

n(i, j) = |G(i) ∩G(j)| (23)

• Salton index [15]: one of many metrics that seek to

reduce the influence of heavily-connected nodes.

ζ(i, j) =
|G(i) ∩G(j)|

√

|G(i)| × |G(j)|
(24)

• Jaccard Index [11]: a statistic used for comparing the

similarity and diversity of sets.

γ(i, j) =
|G(i) ∩G(j)|

|G(i) ∪G(j)|
(25)

• Sorensen index [16]: a measure of the similarity of two

samples that retains sensitivity in more heterogeneous

data sets and gives less weight to outliers:

fij =
2× |G(i) ∩G(j)|

|G(i)| + |G(j)|
(26)

• Adar-adamic index: Neighbours with few connections

have more weight in capturing the similarity of nodes

i and j [1].

α(i, j) =
∑

k∈G(i)∩G(j)

1

log(|G(k)|)
(27)

• Resource allocation index [17]: Each neighbor will

averagely distribute a resource to its neighbors.

β(i, j) =
∑

k∈G(i)∩G(j)

1

|G(k)|
(28)

C. Cross-network features

These features indicate the presence or absence of other

social relationships during the training period within a

prediction task and is given by:

cn(X̄i,j) =







1, if a link exists between i, j in network X̄
for the prediction task X→Y

0, otherwise

(29, 30, 31, 32)

where X,Y ∈ Housing, Mentoring, Trade, Group for EQII

dataset, and X,Y ∈ POS,NEG for SmallBlue dataset; and,

X̄ is a network which is not X. As an example, for the

prediction task Housing-Housing, the cross-network feature

cn(Mentoringi,j) would indicate whether a mentoring rela-

tionship existed between i and j during the training period.

V. EXPERIMENTAL RESULTS AND ANALYSIS

We perform experiments to analyze the feature space of

the problem, evaluate different machine learning models

built with those features and look for robust features across

the datasets. For each experiment, we have listed some key

observations from the results. Later in the discussion section,

we give potential social explanations for these observations.

A. Experiment 1

The purpose of this experiment is to analyze and compare

the performance of the features across the two datasets and

for all prediction tasks, using a measure of the feature’s in-

formation gain. Information gain measures how well a given

attribute separates the training examples according to the

target classification and is given by the expected reduction

in entropy caused by partitioning the examples according

to the attribute. Additionally, we use a Correlation based

Feature Selection (CFS) technique [9] to identify the subset

of features which are highly correlated with the class while

having low intercorrelation. We used the Weka machine

learning tool to perform the experiments [8]. Figures 1 and 2

show the info-gain matrices for the prediction tasks in the

two datasets. The top-10 most discriminating features are

highlighted with a darker background. Boldface indicates

discriminating features not correlated with others (CFS).

The last two columns give the average info-gain value and

ranking for the feature.

1) Feature analysis for the EQII dataset: A few key

observations from Figure 1 are

• For predicting group and trade links, the node-based

features Char Level Sum and Avatar Age Sum are both

highly discriminating and uncorrelated.

• The topological features are generally good predictors,

with the notable exceptions of Jaccard Index and

Sorensen Index. Shortest Distance is a consistently

good predictor across all networks whereas Sum of De-

gree has good predictive power for all but housing links.

Common Neighbors, Salton Index, Adar Adamic Index

and Resource Allocation Index have good predictive

power for housing or mentoring links.

• Among the cross-network features, we find that if a

node-pair has a housing or group relationship during

the training period, this is a good indicator of a housing

link being formed in the test period. Similarly, presence

of a mentoring or group relationship during the training

period is a good indicator for formation of a mentoring

link. However, the cross-network features are not useful

at all for predicting group or trade ties.

2) Feature analysis for the SmallBlue dataset: For pri-

vacy reasons, we did not have node-based features for the

SmallBlue dataset, but all of the topological features were

easily computable. Key observations from Figure 2 include:

• Sum of degree is the most discriminating feature across

all prediction tasks as per the info-gain metric. This

feature is also not correlated with others.

• As in the EQII dataset, the Jaccard Index and Sorensen

Index are very poor predictors.

• Cross-sentiment features have poor predictive power,

the only exception being the presence/absence of a

positive link in the NP prediction task.



Figure 1. Information gain values for features in the EQII dataset show that certain features are rarely helpful (in lighter background) while others are
consistently helpful (in darker background). Certain features, like shortest distance are useful in almost every prediction task.

B. Experiment 2

In this experiment, we investigate the performance of dif-

ferent machine learning models across the prediction tasks.

Figure 3 lists the F-measure results for the positive class

(link is formed) using 6 classifiers: J48, JRip, NaiveBayes,

BayesNet, AdaBoost and ibk. A few key observations are:

• JRip is the best classifier for predicting housing, trade

and group links with average F-measures of 0.8196,

0.7799 and 0.8679 respectively.

• None of the classifiers do well predicting mentoring

links: the average best is only 0.5498 using J48.

• For the SmallBlue dataset, J48 gives the best per-

formance for predicting both positive and negative

links with average F-measures of 0.8411 and 0.6894

respectively.

C. Experiment 3

This experiment explores the feature space to find robust

features that are good discriminators across the two datasets.

For each prediction task, we sort the features in decreasing

order of their info-gain value and look at the performance

of the classifier using the top-k attributes in an ablation

study. We repeat the process using the same classifier but the

top-k average-ranked attributes for the dataset (refer to the

last column, Rank of Figure 1). Based on the results from

Experiment 2, JRip is used as the classifier for the EQII

dataset and J48 for the SmallBlue dataset.

The process is illustrated in Figure 4 for the Housing-

Housing prediction task where we compare the F-measure

Figure 2. The info-gain matrix for SmallBlue predictive tasks shows that
the topological features have similar utility as for EQII predictive tasks.

scores of the dataset-specific attributes model against the

average-ranked attributes model. In this case, we observe

that the JRip classifier performs very poorly with just the top

two average-ranked attributes: Char Level Sum and Avatar

Age Sum. This is because these two attributes have little

discriminating power for the housing-housing prediction task

(refer to column HH in Figure 1) and the classifier does

not use them. Instead, it just predicts none of the node-pairs

form a link. However, the third best average-ranked attribute

Shortest Distance is discriminating for the HH prediction

task, and so we see a drastic improvement in the results

for top-k = 3. Observe that for k ≥ 2 the difference in

F-measure scores of the two models is less than 0.06.

Figure 5 shows results of the ablation study for all of the

16 EQII prediction tasks using the average-ranked attributes.

Each line in the plot depicts how the performance of the



Figure 3. The F-measure for the different prediction tasks across the two datasets shows that JRip performs well for EQII and J48 for SmallBlue.

Figure 4. The top-3 average-ranked features provide almost as much
predictive accuracy as the top-3 dataset-specific features (JRip for Housing-
Housing prediction). The X-axis represents how many features were used,
and the Y-axis represents accuracy from 0.0 to 1.0.

Figure 5. Predictive accuracy for EQII (JRip) using top-k average-ranked
attributes. Line styles identify whether we are predicting Housing(arrow),
Mentoring(circle), Group(solid) or Trade(dashed). On average, for k > 10

, the difference is less than 12% of the best F-measure.

JRip classifier changes as we gradually increase the number

of average-ranked attributes in the model.

The results point towards certain distinct patterns based on

the type of social relationship being predicted. We observe

that if we are trying to predict Group or Trade links, for

k ≥ 4 the performance is very close to the best F-measure

that we can get using all 32 attributes. This implies that

the attributes Char Level Sum, Avatar Age Sum, Shortest

Distance and Char Level Difference can predict Group or

Figure 6. Predictive Accuracy for SmallBlue (JRip) using top-k average-
ranked attributes.

Trade ties with a high degree of accuracy.

When predicting Mentoring and Housing links, we ob-

serve that we need more than 4 average-ranked attributes

to converge towards the best results. For Mentoring link

prediction convergence happens at k = 15 whereas for

Housing link prediction convergence requires an even larger

k (between 20 and 25). An exception for Housing link

prediction is the Housing-Housing prediction task, where

we observe that we get very good results as soon as we get

to top-k = 3 i.e., we use Shortest Distance. If we observe

the average across the 16 prediction tasks, we find that for

k ≥ 4, the difference is less than 20%, and for k > 10 , the

difference is less than 12% of the best F-measure.

For the SmallBlue prediction tasks (Figure 6), we observe

that with just the top average-ranked attribute (Sum of

Degree), the prediction accuracy is very near the best for

PP, NP and PN. However, for the NN prediction task,

convergence happens around k = 4.

VI. DISCUSSION

Experiment 1 results showed Shortest Distance to be

a very good predictor. This can be attributed to the fact

that a person is more likely to trust someone who is

friend of a friend. We observe that if we are predicting a

housing tie, having a housing or group relationship (cross-

network feature) is helpful. This is because both of these

are positive relationships and thus, having a grouping or

housing relationship can lead to formation of trust in the

future. For the same reason, if we are a predicting mentoring

tie, having a mentoring or group relationship (cross-network

feature) is helpful. Cross-network features are not good for



trade ties because trade is a neutral type of relationship. In

the SmallBlue dataset, we observe that mixed sentiments

between two people during the training period are likely

to develop into positive sentiments in the test period. This

agrees with another study on the dataset, which shows

sentiments between employees in the organization tend to

improve over time. That means employees’ relationship with

their colleagues will improve in general, as they get to know

each other better.

Experiment 2 showed that a rule-based classifier can

achieve high degree of accuracy in predicting all types of

ties except in the case of Mentoring links. This is because

even though on surface, mentoring in MMOs may appear

to be a singular social phenomenon, but previous research

[3] has shown that people mentor for four primary reasons

that are manifested in the different characteristics of mentor-

apprentice pairs. The classifier is trying to fit a single model

to four different processes and hence it is performing poorly.

Experiment 3 results indicate that Char Level Sum and

Avatar Age Sum are top two attributes across all EQII

prediction tasks. This can be explained for mentoring rela-

tionship because by nature this kind relationship is allowed

only if there is sufficient difference in level and hence age.

Also, for networks where the cost of forming a link is low,

we find Sum of Degree to be an important variable (e.g:

Smallblue, Grouping and Trade). This is because people

who have higher degree tend to form more links within that

network/relationship.

VII. CONCLUSION

We have done a detailed exploration of a set of 32 features

that can be used to predict trust in social networks. As part of

this study, we performed link prediction experiments using

two very different datasets: SOE’s Everquest II MMORPG

game dataset and IBM’s SmallBlue sentiments dataset. Prior

work did not cover as many features nor multiple datasets.

Our experiment results show that JRip rule-based classifier

performs consistently well for the EQII dataset and J48

decision tree does well for the SmallBlue dataset. Short-

est Distance and Sum of Degree are found to be robust,

discriminating features across multiple prediciton tasks for

the two datasets. Finally, based on experiment results and

observations, we have provided insights into the underlying

online social processes. The features analyzed in this paper

are generic in nature - the node properties capture aspects

such as node age and seniority, the topological features

are based on the network structure and the cross-network

features can be interpreted as inter-network influence on

trust. So, appropriate versions of these features can be used

in other social networks for predicting trust formation.
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