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ABSTRACT

Both wind and buoyancy forcing result in variability in the North Pacific Ocean thermocline. A vertical modal
analysis of the density deviations in a 30-yr run of an ocean general circulation model of the North Pacific
forced by atmospheric variability is used to identify the spatial and temporal patterns of the different baroclinic
modes. The different dynamic vertical modes show distinct propagation characteristics, with the first baroclinic
mode exhibiting consistent westward propagation at all latitudes. The higher baroclinic modes show westward
phase propagation at low latitudes but propagate eastward at higher latitudes. The propagation characteristics
of each mode can be understood by the inclusion of the zonal mean flow in the vertical structure equation.
Evaluation of the Ekman pumping and diapycnal fluxes in the quasigeostrophic potential vorticity equation for
each dynamic vertical mode distinguishes their effects on the thermocline variability. Wind variability dominantly
forces the first baroclinic mode response while buoyancy forcing results in a higher baroclinic mode response.
Two additional numerical model runs, one with climatological wind stress and one with climatological heat
fluxes and SST, demonstrate the relative roles of Ekman pumping and diabatic pumping on the forcing of each
vertical mode. Ekman pumping is important throughout the North Pacific for forcing first-mode variability.
Diabatic pumping, or that associated with thermal forcing, is important in the Kuroshio Extension and much
less so farther to the south and can act to suppress the first-baroclinic-mode Ekman pumping response. The
second baroclinic mode has a band of positive energy emanating westward from the eastward end of the Kuroshio
Extension and ending at the western boundary at 208N, reflecting the strong effect of the mean flow on wave
propagation of the higher baroclinic modes. Mode coupling also occurs, especially in the westward return flow
of the subtropical gyre. The results are shown to be consistent with the one-dimensional wave equation and
show the importance of inclusion of the first several baroclinic modes in studies of the decadal variability in
the ocean.

1. Introduction

The North Pacific Ocean shows evidence of inter-
annual to decadal fluctuations with a remarkable regime
shift occurring in 1976. This variability in the ocean
has been termed the Pacific decadal oscillation (PDO;
Mantua et al. 1997). Mantua et al. define a PDO index
as the time series of the leading EOF of sea surface
temperature (SST) in the North Pacific. Although this
time series is correlated with the leading EOF of North
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Pacific sea level pressure (SLP), it is not clear if it results
from a coupled ocean–atmosphere mode or purely a
passive response of the ocean to atmospheric forcing
(Frankignoul et al. 1997).

There are several mechanisms that have been pro-
posed that could initiate a coupled ocean–atmosphere
response with the midlatitude ocean playing an active
role. Gu and Philander (1997) suggest that temperature
anomalies in midlatitudes could be subducted and sub-
sequently advected to the equatorial thermocline where
they would then influence tropical SSTs. This would
result in changes in the midlatitude wind field from
atmospheric teleconnections from the Tropics. While
evidence for atmospheric teleconnections is strong
(Zhang et al. 1997), the evidence for the oceanic con-
nection is less compelling. In addition, Gu and Philander
(1997) ignore the dynamic influence of buoyancy forc-
ing on the thermocline. Deser et al. (1996) show that
temperature anomalies can be traced from midlatitudes
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through different pentads, and Schneider et al. (1999)
showed that these anomalies do not penetrate farther
south than 188N and that local winds in the Tropics are
more important for determining thermocline depth
anomalies there. Last, coupled ocean–atmosphere sim-
ulations of Latif and Barnett (1994 and 1996) demon-
strate a midlatitude-only coupled mode. In the coupled
mode, increased advection in the Kuroshio generates
warm temperature anomalies in the Kuroshio Extension.
This results in a reduction in the zonal wind stress, and
latent heat flux to the atmosphere. The subtropical gyre
then adjusts to changes in the wind, mediated by first
baroclinic mode long Rossby waves. The transport in
the Kuroshio then decreases, resulting in a negative tem-
perature anomaly providing the negative feedback. In
support of this mechanism, Deser et al. (1999) show
that the transport of the Kuroshio is lag correlated with
wind curl, suggesting a delayed Sverdrup response. In
more recent analysis of coupled ocean models, Schnei-
der et al. (2002) show that there is evidence that first-
baroclinic-mode Rossby waves carry thermocline depth
purturbations to the west, which then results in a shift
of the Kuroshio Extension and results in SST anomalies.
While they show evidence for a positive feedback be-
tween the coupled model Kuroshio Extension SST and
the North Pacific Ekman pumping, which is consistent
with a 20–30-yr period, no negative feedback was found
as was suggested by Latif and Barnett (1994). This does,
however, lead to an ability to predict SSTs in the Ku-
roshio Extension region with a lead time of up to three
years (Schneider and Miller 2001).

In each of the above scenarios, changes in atmo-
spheric forcing result in an oceanic response in the ther-
mocline: either temperature/salinity anomalies within
the thermocline forced by changes in buoyancy forcing
(Gu and Philander 1997) or adjustment of the circulation
to changes in Ekman pumping through the propagation
of long Rossby waves (Latif and Barnett 1996). While
the local adjustment of the ocean to changes in surface
forcing and the remote adjustment by first-baroclinic-
mode Rossby waves has been shown to be important in
the ocean thermodynamics (see, i.e., Seager et al. 2001),
higher-mode Rossby waves dynamics have been ignored
in the context of realistic coupled or ocean-only models.
However, Liu (1999a) investigated the response of the
ocean to forcing by Ekman pumping and buoyancy forc-
ing. He finds that each type of forcing initiates a dif-
ferent response in the thermocline. Ekman pumping
generates a response similar to the first baroclinic mode
in a resting ocean and the resulting anomaly has west-
ward phase propagation. Buoyancy forcing generates a
response that has similar vertical structure to the second
baroclinic mode but follows an ‘‘advective’’ pathway,
following the flow field of the midthermocline. In a 2½-
layer model, the first baroclinic mode describes ther-
mocline heave, while the second baroclinic mode de-
scribes the thickening and thinning of the thermocline.
While Liu (1999a) demonstrated that an idealized ocean

does respond with these two modes, the relationship
between the actual atmospheric forcing and the response
of these two modes of variability needs to be clarified.
In addition, the role of higher vertical modes was not
explored.

In this study we use a vertical modal decomposition
of a North Pacific Ocean model simulation of decadal
variability to investigate the amplitudes and spatial
structure of the baroclinic modes and their respective
forcing fields to sort out the mechanisms that control
the oceanic response on decadal time scales. To do this
we use the approach of Thompson et al. (2002), doing
a vertical modal decomposition of isopycnal displace-
ments of a numerical model. The model run used is the
one described by Ladd and Thompson (2002), a 30-yr
simulation of the North Pacific that was used to examine
the decadal scale changes in the central mode water
(CMW), the subtropical mode water that forms in the
central Pacific. An outline is as follows: we first review
the decomposition method of Thompson et al. (2002),
with the addition of the background mean flow. We then
apply it to the wintertime anomalies of the model. The
propagation characteristics of each mode are examined,
followed by a discussion of the forcing fields projected
onto the potential vorticity equation of each mode. The
results are then interpreted using the one-dimensional
Rossby wave equation. Mode coupling is then dis-
cussed. Last, the consequences for understanding cou-
pled ocean–atmosphere modes of variability are ex-
plored.

2. Model formulation
The model used for this study is the Hallberg Iso-

pycnal Model (Hallberg and Rhines 1996; Hallberg
2000; Ladd and Thompson 2001, 2002; Thompson et
al. 2002). It is configured with 16 layers in the vertical,
including a Kraus–Turner bulk mixed layer and a var-
iable density buffer layer. The model domain is 208S–
608N, 1268E–768W, with a 28 horizontal resolution.
Mixed layer densities and isopycnal layer thicknesses
were initialized with sea surface densities and layer
thicknesses calculated from Levitus climatological Sep-
tember temperature and salinity values. After an initial
30-yr spinup using climatological forcing, the model
was forced at the surface with daily linear interpolations
of monthly heat fluxes, climatological freshwater flux
(converted to density flux) and surface winds from Jan-
uary 1965 to December 1993. There is also a weak
relaxation of mixed layer densities to observed values
(35 days for a 100-m mixed layer). It is the same model
run as discussed in Ladd and Thompson (2002). Model
diagnostics include the cumulative diapycnal volume
flux across each layer interface.

3. Modal decomposition
To understand the dynamic response of the model

ocean to variability in atmospheric forcing, we use a



JUNE 2004 1375T H O M P S O N A N D L A D D

vertical modal decomposition of density structure (in-
terface displacements). Dynamic vertical modes form a
complete orthogonal set that can describe any pertur-
bations of density. We follow the procedure of Thomp-
son et al. (2002) where an analysis of the seasonal cycle
of thermocline displacement was performed, and we
summarize the method below. Here we use the mean
winter stratification field as the mean density field and
take the winter anomalies from this mean, allowing us
to ignore seasonal thermocline changes and to focus on
interannual changes. The higher-frequency signals are
primarily at the annual period, and, since we are sam-
pling at the same time of year every year, we are looking
at the anomaly from the seasonally generated Rossby
waves. The seasonal Rossby waves have larger ampli-
tude than the interannual signal [see Thompson et al.
(2002) for more details about the higher-frequency sig-
nal].

We made two simplifying assumptions in this anal-
ysis. First, we assumed that linearization is appropriate.
Linearization requires that interface deviations be small
in comparison with the mean layer thicknesses and is
probably a valid approximation for interannual time
scales. Second, we assumed the Wentzel–Kramers–Bril-
louin (WKB) approximation can be made, allowing the
analysis to be done independently at each location. The
requirement for this approximation is that the back-
ground state changes over a length scale that is large
in comparison with the wavelength of the perturbations.
The mean stratification in the ocean changes relatively
slowly and has basin scale, while the perturbations have
somewhat shorter length scales, making the approxi-
mation marginally valid. Despite that, the success of the
analysis for the seasonal cycle shows that this method
is useful for giving a dynamical interpretation of the
ocean’s response to atmospheric forcing variability
(Thompson et al. 2002). The WKB approximation in
the context of topographic variations is justified by the
work of Killworth and Blundell (1999). They argue that
while the presence of topographic slopes does impact
the local baroclinic modes and their phase speeds, in a
basinwide average, topographic variations do not influ-
ence the overall propagation characteristics of the long-
wavelength Rossby waves.

a. Formalism

To perform the analysis, the vertical structure equa-
tion is derived in a layered framework. A modal de-
composition is done and then the quasigeostrophic po-
tential vorticity equation is used to diagnose the impact
of Ekman pumping versus diabatic forcing on ther-
mocline variability.

In the absence of mean flow, the potential vorticity
equation in an interior layer for motions with length
scales much larger than the deformation radius can be
written

] (c 2 c ) (C 2 C ) ]Cn n11 n n21 n1 1 b 5 0. (1)[ ]]t H g H g ]xn n n n21

Here, cn is the streamfunction in layer n, Hn is the
mean thickness of layer n, and gn the reduced gravity
between layer n and layer n 1 1. The top and bottom
layers are modified from this equation to include the
effects of friction and atmospheric forcing [see (10)–
(12) of Thompson et al. (2002)]. The resulting motions
satisfy a nondispersive wave equation. The dispersion
relation and vertical structure of wave motions can be
found from the layered version of the vertical structure
equation as follows:

f 2 f f 11 2 11 1 f 5 0 (2)12H g H g c1 1 1

for the top layer,

f 2 f ) (f 2 f ) 1n n11 n n211 1 f 5 0 (3)n2H g H g cn n n n21

for the nth interior layer, and

(f 2 f ) 1m m21 1 f 5 0 (4)m2H g cm m21

for the bottom layer, where m is the number of layers,
c is the gravity wave speed, and fn is the vertical struc-
ture of the streamfunction for the nth vertical mode. In
this framework, the streamfunction is related to interface
displacements by

n21

f f 5 gĥ 1 g ĥ . (5)On 0 n n
i51

Here ĥn is the interface displacement of the bottom of
layer n from its mean position. Long Rossby waves then
have phase speed C 5 2bc2/ f 2, which is always west-
ward.

In matrix notation, (2)–(4) can be written

1
LF 5 2 F. (6)

2c

Here L is a matrix containing the operators in the first
two terms of (2) and (3) and the first term in (4) and
F is a vector containing the vertical structure of the
streamfunction for a particular mode. Equation (6) is
solved as an eigenvalue problem for 2c22. The eigen-
vectors are sorted by their phase speeds, with the most
rapid phase speed being the barotropic mode. The phase
speed of the first-baroclinic-mode gravity wave shows
reasonable correspondence with other calculations.

The effects of the vertical shear on the modal structure
and phase speeds can be ignored as long as the phase
speed of the wave is much greater than the mean flow
velocity. According to the calculations of Killworth et
al. (1997), the first baroclinic modal structure is rela-
tively uninfluenced by the zonal vertical shear, although
the phase speed can differ from the zero mean flow
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phase speed by as much as factor of 2. For the higher
vertical modes, one would expect that the vertical struc-
ture depends on the mean flow speed, especially where
the mean flow is large.

To test this, we included the mean flow in the modal
analysis. When the (winter) mean flow is included, sev-
eral things change in the system: it is no longer self-
adjoint, the eigenfunctions are no longer complete, and
instabilities are possible (Killworth et al. 1997). In a
layered framework in an interior layer, the potential vor-
ticity equation becomes

] f 2 f f 2 fn11 n n21 n11 2]t H g H gn n n n21

] f 2 f f 2 fn11 n n21 n1 U 1n 1 2]x H g H gn n n n21

] f 2 f f 2 fn11 n n21 n1 V 1n 1 2]y H g H gn n n n21

]f U 2 U U 2 Un n11 n n21 n1 b 1 11 2]x H g H gn n n n21

]f V 2 V V 2 Vn n11 n n21 n1 1 5 0. (7)1 2]y H g H gn n n n21

If only zonal mean flow occurs, then the potential vor-
ticity eigenvalue problem reduces to

f 2 f f 2 fn11 n n21 n(U 2 C) 1n 1 2H g H gn n n n21

U 2 U U 2 Un11 n n21 n1 f b 2 1 5 0. (8)n1 2H g H gn n n n21

If we only include the zonal mean flow and the ei-
genvalues are sorted correctly, the lower vertical modes
can be identified with the resting vertical modes. Since
the flow can be unstable in the southern return flow of
the subtropical gyre, we use only the real parts of the
phase speed. After removing the barotropic mode, the
rest of the modes are sorted by the amplitude of their
real phase speeds.

The vertical structure for the first baroclinic mode is
insensitive to the presence of the mean flow (Fig. 1),
as found by Killworth et al. (1997). The phase speed
for the first baroclinic mode follows the predictions of
Killworth et al. with an increase of the phase speed at
midlatitudes with the inclusion of the mean flow. In our
calculation, the phase speed increases by about 30% at
midbasin. In the eastern basin, the increase is smaller
(Fig. 2). The average phase speed between 358 and 408N
is estimated as 2.0 cm s21 for a resting ocean and 2.3
cm s21 when the mean zonal flow is included. This
compares well with the estimate of 2.5 cm s21 of Schnei-
der and Miller (2001) that they used in their one-di-
mensional wave equation model that is used to estimate

SSTs in the Kuroshio Extension. Surprisingly, the sec-
ond-baroclinic-mode structure is also relatively insen-
sitive to the mean flow structure. While this is not true
everywhere in the gyre, for much of the gyre the vertical
structure is reasonably well represented by the resting
vertical structure. The second-baroclinic-mode phase
speed is greatly influenced by the presence of the mean
flow. In the Kuroshio Extension the corrected phase
speed becomes eastward because the resting Rossby
wave phase speed is not large enough to overcome the
mean flow. In a more complete analysis, Killworth and
Blundell (2001) derive shear modes in a continuously
stratified fluid in which the vertical structure of the mean
flow is projected onto the resting vertical modes. They
show that the first baroclinic shear mode is very much
like the resting first mode, while the second mode can
be very much changed. They suggest that there may be
coupling or leakage from the faster first shear mode to
the second shear mode in some regions of the gyre.
They associate this second mode with Liu’s (1999a,b)
advective mode as described above. There is potentially
large coupling between the first two modes, especially
in the return flow of the subtropical gyre. We will dis-
cuss this more in section 6.

Killworth et al. (1997) showed that, when only zonal
mean flow is present and the mean flow is much smaller
than the phase speed, a correction to the resting phase
speed can be estimated. The correction depends on the
unperturbed vertical structure, the mean flow, and the
mean shear. The wave remains nondispersive in this
approximation. The dispersion relation can then be writ-
ten

2cnv 5 k 2b 1 A , (9)n n21 2f 0

where An depends on the zonal velocity, the vertical
shear, and the vertical structure of the nth baroclinic
mode. When both zonal and meridional mean flows are
included, the flow is no longer nondispersive. If the
mean flow is small in both directions, then, following
the formulation of Killworth et al. (1997), the dispersion
relation can be written

2cnv 5 k 2b 1 A 1 lB , (10)n n n21 2f 0

where similarly Bn depends on the meridional velocity
and its vertical shear as well as the vertical structure of
the nth baroclinic mode. Under this approximation wave
characteristics in the zonal and meridional direction can
be calculated independently. We use this approximation
below to construct wave characteristics and waves paths.

b. Results

Even though the mean flow is significant relative to
the phase speeds of the baroclinic modes, we use the
resting vertical modes and focus on the first few bar-
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FIG. 1. Normalized modal structure of isopycnal displacement (eta) as a function of depth for the first three baroclinic modes at three
different latitudes and 1468W. Solid line is the resting structure; dashed line is the structure calculated with zonal mean flow included.

oclinic modes. The advantage of using the resting ver-
tical modes is that they are a complete and orthogonal
set allowing any perturbation in the density (pressure)
field to be described as a linear combination of the
modes. In addition, the equations at rest are self-adjoint
and diagonalizable. As noted above, the leading baro-
clinic mode is hardly affected by the mean flow and its
separate dynamics should be captured by the projec-
tions. As we will show below, the results are surpris-
ingly good, with different vertical modes showing dis-
tinct propagation characteristics that agree well with the
linear analysis described above.

Given that any density perturbations can be described
as a linear combination of the resting baroclinic modes,
we can decompose the model density perturbations onto
these baroclinic modes. The decomposition proceeds as
follows: we write the streamfunction in any layer as a
sum of contributions from each vertical mode. Using
all of the modes, we can write at each point in time and
at each latitude/longitude point

C 5 Ra, (11)

where R is the matrix whose columns are made up of
the eigenvectors, F, that represent the vertical structure
of each mode and a is a vector that represents the mag-
nitude of each mode and depends on time. The stream-
function normalization is Hk 5 1. Likewise,k5nlayers 2S fk51 kn

the normalization for the interface displacement is
5 1. The vector C contains the modelk5nlayers 2S g9 hk51 k kn

streamfunction as a function of time. During winter,
when the interface depth anomalies are taken from the
model, a is found from (11) and the model stream-
function deviations using

21a 5 R C. (12)

The potential energy in each mode can be derived di-
rectly from a.

Time–longitude plots of a from (12) for each vertical
mode demonstrate that the decomposition separates out
dynamically distinct modes of variability (Fig. 3) with
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FIG. 2. Phase speed as a function of latitude at 1468W for the first
three baroclinic modes. The solid line is the phase speed calculated
with a resting ocean (m s21). The dashed line is the phase speed
calculated with the zonal mean flow included. Notice the change of
sign at midlatitudes for the second baroclinic mode.

the propagation speed noticeably different for each ver-
tical mode. The zonal propagation speeds of each ver-
tical mode do not agree with phase speed estimates from
the calculation using a resting ocean. Instead, the zonal
mean flow must be included to get good agreement. At
each latitude, we generate a characteristic line by start-
ing at the eastern (western) boundary and propagate to
the west (east) using the phase speeds calculated when
the zonal mean flow alone is included (Fig. 3). The
agreement between the phase speed calculations and the
propagation of the anomalies from the model is striking.
At each latitude, westward phase speed decreases with
mode number, and for the higher vertical modes, the
phase speed reverses direction farther poleward. The
least convincing comparison occurs at low latitudes.
This can be blamed on the aliasing that occurs because
we are only sampling once a year; at this latitude the
Rossby waves travel fast enough that more frequent
sampling is warranted. In addition, at low latitudes the
Rossby wave is forced throughout the basin, which can
result in an apparent phase speed that is faster than
would be predicted from a free wave (Qiu et al. 1997).

The first baroclinic mode is primarily associated with
the wind-driven circulation adjustment. The spatial dis-
tribution of the rms modal amplitude of the baroclinic
mode (Fig. 4a) shows westward intensification and an
increase in the subpolar gyre. The westward intensifi-
cation results not only by a slight increase in the forcing
in the west, but also because the amplitude of the Rossby

wave accumulates along the characteristics as the waves
propagate to the west. This also results in westward
intensification as would be found with the Sverdrup so-
lution. The spatial structure is similar to that seen by
Vivier et al. (1999) in an analysis of primarily annual
Rossby waves from the Ocean Topography Experiment
(TOPEX)/Poseidon altimetric observations. There is
also a local maximum along 158N and 108S, associated
with the intertropical convergence zones and the wind
variability there. This maximum is associated with the
Ekman pumping signal also described by Viver et al.
Capatondi and Alexander (2001) also note that vari-
ability at 108–158N is associated with adiabatic (Rossby
wave) displacements of the thermocline. Lysne and De-
ser (2002) note a maximum at 108S in their analysis of
model thermocline displacements as well.

The second baroclinic mode is maximum in a swath
heading southwest from the date line in the Kuroshio
Extension, with another local maximum centering at
1408W about the equator. The energy in the third bar-
oclinic mode is maximum farther to the east in the Ku-
roshio Extension, with a hint of a propagation pathway
to the southwest and another local maximum at 258N
and 1408W (not shown). The second and third baroclinic
modes sample different parts of the water column, with
the third-baroclinic-mode maximum slightly shallower
than the second baroclinic mode. The maximum in the
central Pacific for the second and third baroclinic modes
reflects the subduction maximum associated with the
formation of central mode water (Ladd and Thompson
2000). The local maximum farther to the east reflects
the formation region of the eastern Subtropical Mode
Water (Ladd and Thompson 2000; Hautala and Roem-
mich 1998).

Using (10), we calculated the wave characteristics for
the zonal and meridional wavenumbers independently,
assuming that the phase speeds are larger than the mean
flow. The wave characteristics for the first baroclinic
mode are generally westward in the subtropical gyre,
modified slightly by the eastward flow in the Kuroshio
Extension (Fig. 4a). The energy and wave characteristic
paths are mostly consistent, with the forcing of the first
baroclinic mode occurring in the central to western Pa-
cific. The second baroclinic mode characteristics follow
the subduction pathway as predicted by Liu (1999a)
(Fig. 4b). The third baroclinic mode has a similar struc-
ture with slightly slower westward propagation (not
shown). The higher baroclinic mode evolution is most
likely suspect because the resting vertical structure no
longer is a good approximation to the vertical structure
in the presence of mean flow.

The basinwide averaged energy in the baroclinic
modes is maximum for the first baroclinic mode, and
falls off for the higher modes as expected, although the
energy is comparable for the second and third baroclinic
modes (Fig. 5). This suggests that the first and second
baroclinic mode should at a minimum be included in
analysis of decadal variability in the North Pacific.
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FIG. 3. Time–longitude plot for the amplitude of the first two baroclinic modes at four different latitudes (m). Overlain on top are wave
characteristics calculated with the zonal mean flow included.

Two additional numerical model runs were done to
evaluate the relative roles of thermodynamics and Ek-
man pumping in forcing the baroclinic modes. In run
2, the Ekman pumping was fixed to the climatological
value, but the SST restoration and heat fluxes had in-
terannual variability. In run 3, the SST restoration and
heat fluxes were fixed to climatology while the winds
had interannual variability. In run 2, the first baroclinic
mode was less energetic than in the full run while the
higher modes were nearly as large, which suggests that
the higher baroclinic modes are dominantly forced by
thermodynamics. Conversely, in run 3 the first baro-
clinic mode was larger than in run 2 or even the full
run, and the higher modes were suppressed slightly. This
suggests that Ekman pumping and diabatic pumping can
destructively interfere with each other to give a smaller-
than-expected first-baroclinic-mode response (Fig. 5).

4. Forcing of the baroclinic modes

To understand how the thermocline variability is
forced, we use quasigeostrophic theory following the
method of Thompson et al. (2002) outlined below. We
assumed that the motion is linear and has large hori-
zontal length scales so that the relative vorticity can be
ignored. In addition, we assumed that the mean flow is
negligible. This last assumption is not strictly valid, as
shown in section 3b. However, the analysis gives a qual-
itative picture of how the variability in each mode is
forced.

The potential vorticity (PV) equations for each ver-
tical mode can be derived in the layered framework.
Mixing is written as a diapycnal flux at the top and
bottom of each layer. The linear layer quasigeostrophic
PV equations can be written
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FIG. 4. Rms amplitude in the first and second baroclinic modes
(m). Overlain are wave characteristic paths calculated including the
zonal and meridional mean flow separately. The open circles are the
starting points of the characteristics, and each path represents 10 years
of wave propagation.

FIG. 5. Area-averaged rms amplitude as a function of mode number
(m). Solid line is the control run, dotted line is run 2, and dashed
line is run 3.

] c 2 c c ]c f2 1 1 12 1 b 5 (w 2 w ) (13)Ek 11 2]t H g H g ]x H1 1 1 1

for layer 1,

] c 2 c c 2 c ]cn11 n n21 n n1 1 b1 2]t H g H g ]xn n n n21

f
5 (w 2 w ) (14)n21 nHn

for interior layers, and

] c 2 c ]c fm21 m m1 b 5 w (15)m211 2]t H g ]x Hm m21 m

for the bottom layer. Here, wn is the diabatic velocity
or flux across the interface at the bottom of layer n. The
diabatic vertical velocity wn is maximum at the base of

the mixed layer and is generally small elsewhere in the
water column. It represents the net flux of mass from
(to) the mixed layer to (from) the thermocline.

The PV equations for each layer (13)–(15) can be
written in matrix form as

]C ]C
L 1 b 5 F, (16)

]t ]x

where C is a vector representing the streamfunction in
each layer and F is the rhs of (13)– (15).

Then (16) can be transformed to PV equations for
each vertical mode (see Thompson et al. 2002 for de-
tails):

]C ]C
T T T2CR H 1 bR H 5 R HF, (17)

]t ]x

where C is a square matrix containing the eigenvalues
(c22) from (6) as diagonal elements and H is a square
matrix that contained the thicknesses of each layer as
its diagonal elements. Next, we multiply (17) by C21

to get

]C ]C
T 21 T 21 T2R H 1 bC R H 5 C R HF. (18)

]t ]x

We have created an equation that defines the propagation
and forcing of the potential vorticity for each vertical
mode in terms of the vertical divergences (F). The jth
element of RTHC is the potential vorticity of the jth
vertical mode that propagates with phase speed b .21C j

We continue to assume that R and H are independent
of time and vary slowly in the zonal direction.

In order to compare the diapycnal pumping against
the Ekman pumping in magnitude and spatial distri-
bution, we examined w1, the diapycnal pumping across
the base of the mixed layer. The rms Ekman pumping
and rms w1 have very different spatial patterns (Fig. 6).
The Ekman pumping is fairly uniformly distributed over
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FIG. 6. Rms diapycnal pumping (m s21, diapycnal vertical velocity
out of the base of the mixed layer) scaled by 1 3 108 and Ekman
pumping (m s21, scaled by 1 3 1010 in meters per second).

the basin, while the diabatic pumping is maximum in
the subduction region of the Kuroshio Extension, where
water is transferred to the thermocline, and at the equa-
tor, where this water is returned to the surface (Ladd
and Thompson 2001). In addition, the forcing from Ek-
man pumping and diabatic pumping projects onto dif-
ferent parts of the water column. Ekman pumping occurs
at the base of the Ekman layer, which in (17) we assume
is a shallow layer located at the surface. The diabatic
pumping is closely related to the subduction velocity, a
velocity that described the transfer of mass between the
mixed layer and the isopycnal layer below during the
subduction window, which occurs over a period of 2
months in the late winter/early spring (Marshall et al.
1993). Thus, the two vertical velocities act on different
parts of the water column, and the amplitude of the
response depends not only on the forcing size but also
on the vertical structure of the baroclinic mode of in-
terest.

The decomposition of the forcing onto the PV equa-
tion for the different baroclinic modes (Fig. 7) shows
that the spatial distribution of decomposed forcing fields
is generally consistent with the energy in each mode,
calculated as the rhs of (18) for each vertical mode. The
patterns depend critically on where in the water column
the forcing terms act. Since the diabatic pumping is very
intermittent with the largest signal occurring in late win-
ter (not shown), the diabatic pumping occurs predom-
inantly at the base of the winter mixed layer in an annual
mean. For the Ekman pumping, it is more uniformly
distributed throughout the year. Since the model does
not directly calculate Ekman pumping, we assume that
it acts at the surface. Another equally valid assumption
would be that it acts at the depth of the mean mixed
layer. While quantitative differences come about be-
cause of this assumption, our qualitative conclusions do
not depend on this assumption. The Ekman pumping is
maximum for the first baroclinic mode and falls off
uniformly with mode number (Fig. 8). Note that Ekman
pumping does force the higher modes; quasigeostrophic
dynamics shows that the amplitude of the mode is pro-
portional to the inverse of the mode number squared for
constant stratification and Ekman pumping acting at the
surface. Diabatic pumping is large for modes 2 through
4. In addition, the spatial maximum in the energy can
be understood from the forcing distribution. For the first
baroclinic mode, the local maximum in Ekman pumping
at 108S and 108N are reflected in the energy. At mid-
latitudes, the energy in mode 1 is maximum farther to
the west than the Ekman pumping, reflecting the west-
ward propagation of energy via Rossby waves. The dia-
pycnal pumping also forces this mode in the eastern part
of the Kuroshio Extension but destructively interferes
with the Ekman pumping response, as was seen in the
comparison between the different model runs.

For the second baroclinic mode, Ekman pumping is
significantly smaller, with maxima in the northeast Pa-
cific and at 108N and 108S, straddling the equator (Fig.
7). The tropical maximum is reflected in the energy of
mode 2 (Fig. 4). Diapycnal pumping plays a dominant
role at midlatitudes and forces the energy maxima that
begins in the Kuroshio Extension and travels southwest
to the western boundary. In contrast to the first baro-
clinic mode, the diabatic pumping constructively inter-
feres with the Ekman pumping. There is a very weak
local diapycnal forcing maximum in the eastern sub-
tropics (it is more apparent in the third-baroclinic-mode
forcing but is not shown here), as depicted in the ide-
alized runs of Liu (1999a), but the larger maximum is
farther to the west. This maximum is consistent with
large changes in the CMW region seen by Ladd and
Thompson (2002) in the same model run and in a similar
run by Xie et al. (2000). Variability in the Tropics is
much more closely tied to the local Ekman pumping,
confirming the conclusions of Schneider et al. (1999)
that tropical variability in the thermocline is controlled
by tropical winds.
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FIG. 7. Rms Ekman pumping and diapycnal pumping forcing for the first two baroclinic modes as taken from (17) in units of inverse
meters. Notice the change in scale.

FIG. 8. Area-averaged rms Ekman pumping (solid) and diapycnal
pumping (dashed) forcing as a function of mode number.

5. Mode coupling

There is also coupling between the modes in the pres-
ence of mean flow. To get an estimate for the amount
of mode coupling that occurs, we return to the potential
vorticity equation (16). We expand the streamfunction
into a sum of the resting vertical modes c 5 bnfn,3Sn51

where we truncate at mode 3 and fn is the vertical
structure of the nth internal mode and bn is its amplitude
that varies with longitude and time. The nth baroclinic
mode amplitude can be scaled by from the Ekman2cn

pumping response. We rewrite the streamfunction as c
5 anfn. Then (16) becomes, assuming zonal3 2S cn51 n

mean flow only,

3 3] ]
2 2c a q 1 U c a qO On n n n n n1 2 1 2]t ]xn51 n51

3]
21 q c a f 5 F, (19)Oy n n n1 2]x n51

where the rhs is given by the forcing in (16) and qn is
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FIG. 9. Amount of mode-2 influence on mode-1 evolution given
by G12 as defined in (23) (solid), and mode-1 influence on mode-2
propagation given by G12 (dashed).

the potential vorticity of the nth vertical mode. Then
(6) enables us to rewrite (19) as

3] ]
2 2f a f 1 U ( f a f )O n n n n1 2]t ]xn51

3]
21 q a c f 5 F. (20)Oy n n n1 2]x n51

We construct the evolution equation for the first baro-
clinic mode by multiplying by its vertical structure and
integrating in depth. Since the modes are orthogonal
and normalized, we have

03] ]
2 2( f a ) 1 f a dzUf fO1 n E 1 n1 2]t ]x n51 z52H

03]
21 a dzq c f f 5 F. (21)O n E y n 1 n1 2]x n51 z52H

We have made the WKB assumption once again and
assumed that the mean flow has no zonal variations. We
then get an evolution equation for a1 as in (18):

0 2c q]a ]a 1 y1 1 21 dz U 1 fE 121 2]t ]x fz52H

0 2c q]a 2 y21 dz U 1 f fE 1 221 2]x fz52H

0 2c q]a F3 y31 dz U 1 f f 5 . (22)E 1 32 21 2]x f fz52H

An equivalent equation can be derived for the second
baroclinic mode. As a measure of the influence of the
coupling of the second to the first baroclinic mode, we
calculate the ratio of the second integral on the lhs rel-
ative to the third integral on the lhs. The influence of
the second baroclinic mode on the evolution of the first
baroclinic mode can be measured by

0

2 2dz(U 1 c q / f )c cE 2 y 1 2
2 z52Hc2G 5 . (23)12 02c1

2 2 2dz(U 1 c q / f )cE 1 y 1

z52H

Likewise, we can define G13. For the second baroclinic
mode we define G21, and G23 in an equivalent manner.
The third baroclinic mode has little influence on the
propagation of the lower modes (not shown). On the
other hand, there is potential for significant coupling in
the return flow of the subtropical gyre where the values
of G12 and G21 are significantly greater than 1 (Fig. 9).
This is the region where Liu (1999b) identified in a 2½-
layer quasigeostrophic model a ‘‘Green mode’’ that oc-
curs as a long unstable wave that can be described as
a combination of his ‘‘N’’ mode and his ‘‘A’’ mode.
This instability implies coupling between the two

modes. For the first baroclinic mode, the maximum cou-
pling occurs in the western Pacific between 208 and
308N (the location of the Green mode) and along 158N.
We showed earlier that the propagation is least distinct
at 98 and 198N (Fig. 3) for both first and second bar-
oclinic modes, which is consistent with the presence of
mode coupling (and potential long-wave instability).
The regions where mode coupling is large call into ques-
tion the validity of the modal decomposition in those
regions.

6. Connection between forcing and mode evolution

To complete the analysis and to understand the dis-
tribution of energy in each baroclinic mode more com-
pletely, we return to the potential vorticity equation
[(18)] and use the derived forcing fields to find the linear
long-wave response. To do this, we use the zonal phase
speed derived by from (8) and substitute this into (17)
to get a one-dimensional wave equation for the prop-
agation of forced Rossby waves. We use the zonally
averaged phase speed at each latitude and only integrate
north of 108N, where we expect quasigeostrophic theory
to be valid. For simplicity, we ignore meridional prop-
agation. This is similar to the calculation done by Stur-
ges and Hong (1995) for wind forcing only. A time
series of the one-dimensional wave equation response
in the Kuroshio Extension confirms the destructive in-
terference between the wind forced and diabatic forced
response (Fig. 10). This also may be consistent with the
notion that wind-driven temperature anomalies are
damped by air–sea fluxes of heat in the Kuroshio region
(Xie et al. 2000). However, a detailed analysis of the
influence of the different baroclinic modes on the SST
budget would have to be done before this was con-
firmed.
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FIG. 10. Time series at 408N, 1808 for the first baroclinic mode
response from Ekman pumping (solid), diabatic pumping (dashed),
and total (dotted).

FIG. 11. Rms amplitude of the first and second baroclinic mode response from Ekman pumping and diabatic pumping (m). Note the
change in color scale. South of 108N, the energy is not calculated owing to the inadequacy of quasigeostrophic theory in the Tropics.

The rms potential energy distribution from the Ekman
pumping and diabatic pumping work to explain the sum
of the spatial patterns of the total energy in the first and
second baroclinic modes (cf. Fig. 11 to Fig. 4). The
first-baroclinic-mode response forced by Ekman pump-
ing shows maxima at 158, 308, and 458N, all of which
are also reflected in the total energy of the first baroclinic
mode (although note that the amplitudes are larger in
the wave equation response than in the numerical model
response). The western intensification is well predicted
by the one-dimensional model.

The influence of meridional propagation explains
some of the discrepancies between the fields shown in
Fig. 11 and Fig. 4, with the wave equation giving pat-
terns that are more zonal than the numerical model fields
where a suggestion of meridional propagation particu-
larly west of the date line can be seen.

For the second baroclinic mode, the amplitudes are
reasonably well estimated, with maxima at 408 and
308N. The neglect of meridional propagation is more
serious here. The amplitude as a function of latitude is
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well reproduced with the Ekman pumping and diabatic
pumping supplying about equal amounts of forcing. We
also predicted this from runs 2 and 3 (Fig. 5) where the
total response is about the sum of the response from
Ekman pumping alone and heating alone.

7. Conclusions

A modal analysis applied to a multidecadal numerical
simulation of the North Pacific demonstrates a decom-
position of the variability of the thermocline into dy-
namical vertical modes. The different vertical modes
separate distinct modes of variability, as can be seen
from their different propagation characteristics. The
method works because, for the low baroclinic modes,
the vertical structure is not very sensitive to the presence
of the mean flow. In addition, the resting vertical modes
are orthogonal and complete, and so they provide a
consistent way of decomposing the motions. The prop-
agation characteristics, however, can only be understood
when the presence of the mean flow is taken into account
in the phase speeds. The linear analysis works surpris-
ingly well, with the energy in each mode qualitatively
consistent with the forcing of each mode. The propa-
gation characteristics also agree reasonably well with
the analysis including both zonal and meridional mean
flow, although the wave paths should only be taken as
approximate considering the assumptions made in the
analysis. Each mode is forced in distinct locations with
the first baroclinic mode forced throughout the basin,
while the second baroclinic mode is mostly forced in
the Kuroshio Extension with additional forcing in the
Tropics.

As predicted by Liu (1999a), thermocline variability
comes from both the first-baroclinic-mode response
(mostly forced by Ekman pumping, but significantly
influenced by diapycnal pumping) as well as a second-
baroclinic-mode response (forced by both Ekman and
diapycnal pumping). At the same time, the third baro-
clinic mode should not be ignored, particularly at mid-
to high latitudes. The energy in the modes is consistent
with the Schneider et al. (1999) result that the variability
in the tropical thermocline results from forcing in the
Tropics, and not from subduction anomalies in the mid-
latitudes. The results also show the distinctive west-
ward-propagation response suggested by the Latif and
Barnett (1996) analysis, although it is more complex
than originally envisioned. In particular, the wind-driven
response can be either suppressed or enhanced by the
thermodynamics (or diabatic) response.

The dynamical response of the midlatitude thermo-
cline to diapycnal pumping clarifies the connection be-
tween mode water changes, subduction, and thermocline
variability. Diapycnal pumping, or the flux of mass out
of the base of the mixed layer, is closely related to the
subduction rate as defined by Marshall et al. (1993) (see
also Ladd and Thompson 2001). As the subduction rate
varies, the thermocline responds dynamically, and

anomalies propagate along the subduction pathway as
proposed by Liu (1999a) and described by Ladd and
Thompson (2002) in addition to modifying the first-
baroclinic-mode response.

This work suggests that the second mode should be
considered along with the first in modeling thermocline
variability. The different propagation pathways for the
modes complicate the response; in particular, the ad-
vective pathways cannot be ignored in considering how
the thermocline responds to changes in forcing. We
showed that the first- and second-baroclinic-mode struc-
ture is relatively insensitive to the presence of the mean
flow, especially in regions away from large mode cou-
pling (and instability). The higher modes are more prob-
lematic, especially in regions of high mean flow. Where
the mean flow is strong, it is questionable whether the
second and third modes can be distinguished from one
another.

The questions remains as to why the modal decom-
position works as well as it does. As suggested by Liu
(1999a), the presence of mean shear modifies the phase
speed of the baroclinic mode but does not substantially
modify the vertical structure. As one moves to the higher
vertical modes, the mean flow becomes more important
in their propagation, as was shown to be true for the
second baroclinic mode. The projection of the isopycnal
displacements onto the baroclinic modes take advantage
of the different behavior between the first and higher
modes. As noted by Wunsch (1997) in his modal de-
composition of mooring observations in the World
Ocean, the modal decomposition has the advantage over,
say, EOFs in that it keeps keep dynamically distinct
feature separate. EOFs end up mixing the different ver-
tical modes together, and only work well when their
energy levels are very different. In the case of inter-
annual to decadal variability in the midlatitudes, the
different vertical modes have similar energy levels, and
probably could not be separated by traditional EOF anal-
ysis.

In this analysis, we have ignored the possibility of
spiciness (the generation of temperature and salinity
anomalies in the thermocline), and we plan on redoing
the analysis with a model run that includes the nonlinear
equation of state and separate effects of temperature and
salt. Additional analysis must be done to determine the
impacts of the baroclinic modes on the sea surface tem-
perature and heat content anomalies. Latif and Barnett
(1996) suggest that the heat content anomaly should
propagate as the first baroclinic mode. Based on the
analysis presented here, we expect that description of
heat content anomaly propagation should include at least
the first two baroclinic modes.
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