
Benchmarking Temporal Surveillance Techniques  
James Dunyak1, Ph.D.,  Mojdeh Mohtashemi1,2, Ph.D., Martin Kulldorff3, Ph.D. 

1The MITRE Corporation;  2MIT AI and CS Lab;  3Harvard Medical School and Harvard Pilgrim Health Care  
 

OBJECTIVE 
This paper compares the robustness and performance 
of three temporal surveillance techniques using a 
twofold approach: 1) a unifying statistical analysis to 
establish their common features and differences, and 
2) a benchmarking on respiratory, influenza-like ill-
nesses, upper GI, and lower GI complaint time series 
from the Harvard Pilgrim Health Care (HPHC). 

BACKGROUND 
Benchmarking of temporal surveillance techniques is 
a critical step in the development of an effective syn-
dromic surveillance system. Unfortunately, holding 
“bakeoffs” to blindly compare approaches is a diffi-
cult and often fruitless enterprise, in part due to the 
parameters left to the final user for tuning. In this 
paper, we demonstrate how common analytical de-
velopment and analysis may be coupled with realistic 
data sets to provide insight and robustness when se-
lecting a surveillance technique.  

METHODS 
The algorithm development and analysis begins with 
a locally stationary Poisson arrival model for the pa-
tients. An outbreak is characterized by an increase in 
the daily Poisson mean, resulting in stochastic out-
breaks. The vast majority of the syndromic surveil-
lance literature addresses the detection of step in-
creases in patient levels. We address the more general 
issue of detecting monotonic increases in mean as 
characteristic of the early stage of an outbreak fol-
lowing a classic susceptible-exposed-infected-
removed model.   

This time-varying mean estimate is applied within a 
detection window of length T, nominally of 3-14 days 
for early detection. This moving detection window 
scans the time series in real-time, as measurements 
are available, to detect a current outbreak. 

A likelihood ratio provides a common basis for three 
different algorithms, which we compare in this paper.  
1) A uniformly most powerful (UMP) test can be 
developed as a matched filter for an entire class of 
outbreak profiles. This viewpoint, after application of 
the central limit theorem, is applied in [1] and [2]. 2)  
Applying a generalized likelihood ratio test (GLRT) 
to optimize window length results to detect step in-
creases in mean results in the G-surveillance statistic 
[3], which is itself an adaptation of the widely used 
scan statistic [4].  3)  Finally,  a  new approach uses 
the GLRT formulation in conjunction with a mono-
tonic regression viewpoint for the time varying mean.   
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Fig. 1 – Cumulative probability of detection at each 
day of an exponentially growing outbreak, with cu-

mulative false positive at day seven=0.02. 
RESULTS 

All three viewpoints are compared theoretically and 
then benchmarked using five years of daily visits in 
the Boston area of the HPHC data. In particular, the 
tradeoff between timeliness, robustness, and maxi-
mum detection power is established in a wide number 
of settings. The numerical results, from both simula-
tion and application of the HPHC experimental time 
series, are explained theoretically in terms of signal-
to-noise-ratio. Figure 1 illustrates some of the results. 
The benefit of the monotonic regression viewpoint is 
clearly established when the trajectory of the out-
break is not known a priori. 

CONCLUSIONS 
Comparing and selecting temporal surveillance tech-
niques is a complicated task due to the wide variety 
of techniques in the literature. In this paper, we dem-
onstrate an approach for this process based on a com-
mon analytical development and benchmarking with 
common data sets.  
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