Physics 513, Electrodynamics I
Department of Physics, University of Washington
Autumn quarter 2020
November 5, 2020, 11am
On-line lecture

Administrative:
1. No homework this week
2. Ensure you’re getting graded homework back.
3. Draft of this lecture is posted at
   faculty.washington.edu/ljrberg/AUT20_PHYS513
4. Office hours today after class at 12:30.
5. Exam will be posted on the course website this Friday 4 pm PST, it’s due this Monday 4 pm PST. See submittal instructions on the exam. See exam information on course website.

Lecture: Multipoles, dielectrics. (Jackson chapter 4).
Section 4.1-2: Comment on the multipole expansion in magnetostatics.
Section 4.3: Macroscopic electric media (dielectrics).
The displacement vector D. Constitutive relations and linear electric media. Boundary conditions at dielectric media.

\( z = -L \)

\( z = 0 \)

\[ \Phi = \Phi_0, \]

All other surfaces at \( \Phi = 0 \).

Let's start with something wrong.

Jackson Eqn. 3.159

\[ \Phi(\rho, \phi, z) = \sum_m \sum_n J_m(K_{mn} \rho) \]

\[ \{ A_{mn} \sinh K_{mn} z + B_{mn} \cosh K_{mn} z \} \]

\[ \{ C_{mn} \sin m\phi + D_{mn} \cos m\phi \} \]

Azimuthal symmetry \( \Rightarrow M = 0 \)

Boundary condition at \( z = 0 \) \( \Rightarrow \sinh \)

\[ \Phi(\rho, z) = \sum_n A_n J_0(K_n \rho) \sinh(K_n z) \]
Boundary condition at $\rho = R'$:

$\Phi(\rho = R') = 0 = \sum_{n} a_n J_0(k_n R') \sinh(k_n z)$

$\Rightarrow k_n = \frac{x_{on}}{R'}$

$\Phi(\rho = R, z) = \sum_{n} a_n J_0\left(\frac{x_{on}}{R}, \rho\right) \sinh\left(\frac{x_{on}}{R} z\right)$

$\Rightarrow x_{on} R = A$ zero of $J_0$.

Unfortunately, this only occurs for specific values of $R'/R$, not in general.

So, we can't satisfy the boundary conditions.

Q: Where did we go wrong?
At the region of interest excluding $\rho = 0$, we can therefore bring in irregular solutions

$$\Phi(\rho, \pm) = \sum_n \sinh(k_n \rho) \left\{ a_n J_0(k_n \rho) + b_n N_0(k_n \rho) \right\}$$

$$\Phi(\rho = r_1, \pm) = 0 = \sum_n \sinh(k_n r_1) \left\{ a_n J_0(k_n r_1) + b_n N_0(k_n r_1) \right\}$$

$$\Rightarrow a_n J_0(k_n r_1) + b_n N_0(k_n r_1) = 0.$$  

Similarly $\Phi(\rho = r, \pm) = 0$ leads to

$$\Rightarrow a_n J_0(k_n r) + b_n N_0(k_n r) = 0.$$  

Combining them leads to

$$N_0(k_n r) J_0(k_n r) - J_0(k_n r) N_0(k_n r) = 0.$$  

This is a transcendental function, I don't know an analytic way to solve it, but call the roots $k_n$.

Now apply the last boundary condition at $z = L$, invoke orthogonality to find $a_n$ and $b_n$. How do you
Finishing up the discussion of the multipole expansion.

This expansion is more general than electrostatics. You can apply it to vectors. For instance, recall from magnetostatics

$$\vec{A} = \frac{\mu_0}{4\pi} \iiint \frac{\hat{J}(\vec{r}_1)}{|\vec{r} - \vec{r}_1|} d\vec{r} \; ,$$

$$\frac{1}{R} \iiint \frac{\hat{J}(\vec{r})}{|\vec{r} - \vec{r}_1|} d\vec{r} = \left[ \frac{\partial}{\partial x} \left( \frac{1}{R} \right) \right] \iiint \frac{\hat{J}(\vec{r})}{|\vec{r} - \vec{r}_1|} d\vec{r} + \ldots$$

If $\hat{J}$ represents stationary (non-time-dependent) currents, there's no monopole term.

You could intuit this by conceptually by dividing the current system into current loops:

$$\iiint \frac{\hat{J}(\vec{r})}{|\vec{r} - \vec{r}_1|} d\vec{r} = \sum_{\text{loops}} \int_{\text{loop}} \hat{J} \, d\vec{l}$$

This is zero since $\oint d\vec{l} = 0$.

More formally
For stationary currents \( \nabla \cdot \mathbf{J} = 0 \).

Q: Why? Hence we can write

\[
0 = \iiint (\nabla \cdot \mathbf{J}) x' \, dv'
\]

\[
= \iiint \nabla \cdot \left( \mathbf{J} x' \right) \, dv' - \iiint \mathbf{J} \cdot \nabla x' \, dv'
\]

\[
= \iint (\mathbf{J} x') \cdot \mathbf{n} \, dA - \iiint \mathbf{J} \cdot \mathbf{x}' \, dv'
\]

With currents bounded, the surface integral vanishes.

With \( \mathbf{J} x' / \mathbf{x}' = \mathbf{A} \),

\[
\iiint \mathbf{J} x' (r^2) \, dv' = 0
\]

I'll leave this here for now. When we get to radiation and non-stationary current, we'll readdress this.

It may be the case that there's a monopole vector potential, but its non-rotational and hence won't represent fields.
Macroscopic media. Jackson §4.3.
We step back from the atomic scale.

The general idea is to treat distributed dipole moments throughout some volume as a special source term in Poisson's equation; in other words, we'd like to describe the gross behavior of a medium in an electric field in terms of its "polarization" (its dipole moment per unit volume).

We start this with the conceptually tricky concept of separating the total charge density \( \rho \) into a "true" or "free" \( \rho_f \) and a "bound" polarization charge density \( \rho_p \).

And, yes, any particular separation contains arbitrariness; some other observer might consider some \( \rho_p \) to be \( \rho_f \), etc.
Some texts introduce this arbitrariness with the conceptual problem of skipping a copper slab between capacitor plates.

The field between the plates can be described as due to free charges in the slab, or, equivalently, in terms of the polarization of the copper.

If you replace the copper with a dielectric, we'd almost surely prefer the polarization viewpoint (unless we're interested in fields at the atomic scale).
The "Displacement" Vector $\mathbf{D}$ (Jackson Eqn. 4.34).

Start with static Maxwell equations

$$\nabla^2 \mathbf{D} = -\mathbf{E} - \mathbf{P}; \quad \nabla \cdot \mathbf{D} = \frac{\mathbf{P} + \mathbf{P}_0}{\varepsilon_0}$$

Now recall from last lecture the potential from a point dipole $\mathbf{D}$ at $\mathbf{r}^1$:

$$\Phi^{(2)}(\mathbf{r}) = \frac{1}{4\pi\varepsilon_0} \mathbf{D} \cdot \nabla \left( \frac{1}{|\mathbf{r} - \mathbf{r}^1|} \right)$$

Now distribute $\mathbf{D}$ over a volume at each point there's a dipole density $\mathbf{P}$:

$$\Phi^{(2)}(\mathbf{r}) = \frac{1}{4\pi\varepsilon_0} \iiint \mathbf{P}(\mathbf{r}^1) \cdot \nabla \left( \frac{1}{|\mathbf{r} - \mathbf{r}^1|} \right) \text{d}V$$

Apply the identity

$$\nabla \cdot \left( \frac{\mathbf{P}(\mathbf{r}^1)}{|\mathbf{r} - \mathbf{r}^1|} \right) = \frac{1}{|\mathbf{r} - \mathbf{r}^1|} \mathbf{P}(\mathbf{r}^1) \cdot \nabla \left( \frac{1}{|\mathbf{r} - \mathbf{r}^1|} \right)$$

Notice a total divergence arises:
\[ \Phi^{(2)}(r) = \frac{1}{4\pi\varepsilon_0} \oiint \frac{\mathbf{P}(r') \cdot \hat{n}}{r} \, dA \]

\[ -\frac{1}{4\pi\varepsilon_0} \oiint \frac{\nabla' \cdot \mathbf{P}(r')}{r'} \, dV' \]

**This form is familiar from**

\[ \Phi^{(1)}(r) = \frac{1}{4\pi\varepsilon_0} \oiint \frac{\mathbf{P}(r')}{r} \, dA \]

\[ -\frac{1}{4\pi\varepsilon_0} \oiint \frac{\mathbf{P}(r')}{r} \, dV' \]

We can read off the volume and surface polarization charges

\[ \mathbf{P} = \mathbf{P} \cdot \hat{n}; \quad \mathbf{P} = -\nabla \cdot \mathbf{P} \]

Now recall a Maxwell equation

\[ \nabla \cdot \mathbf{E} = \frac{\rho}{\varepsilon_0} \]

\[ \nabla \cdot \left( \mathbf{E} + \frac{\mathbf{P}}{\varepsilon_0} \right) = \frac{\rho}{\varepsilon_0} \]

We define the "displacement" vector \( \mathbf{D} \)

\[ \mathbf{D} = \varepsilon_0 \mathbf{E} + \frac{\mathbf{P}}{\varepsilon_0} \]
The electrostatic Maxwell equations are then
\[
\nabla \cdot D = \rho \quad \nabla \cdot E = -\frac{\partial \Phi}{\partial t}/\varepsilon_0.
\]

\(D\) has some properties akin to \(E\), but take care in applying Gauss's law, and it's not always the case that \(\nabla \times D = 0\).

Recall the Helmholtz theorem from the first problem set: a vector field is (almost) specified by its divergence and curl. For \(E\), there is no curl, for \(D\) there may be a curl.
EXAMPLE: BAR ELECTRET (THE ELECTRIC DUAL OF A BAR MAGNET). ASSUME THE BAR HAS UNIFORM AXIAL POLARIZATION $\vec{P}$.

$\vec{P}$: Is $\vec{P}$ "ROTATIONAL"? (Does it have a curl?)

A1: Obviously $\vec{\nabla} \times \vec{P} \neq 0$ for the dotted path above, hence $\vec{\nabla} \times \vec{P} \neq 0$ somewhere.

Since $\vec{D} = \varepsilon_0 \vec{E} + \vec{P}$ and $\vec{\nabla} \times \vec{E} = 0$, it must be $\vec{\nabla} \cdot \vec{D} \neq 0$ on that dotted path, hence $\vec{\nabla} \times \vec{D} \neq 0$ somewhere.

Which way do $\vec{E}$ and $\vec{D}$ point?
outside the bar \( \mathbf{p}^2 = 0 \) and \( \mathbf{E} \) and \( \mathbf{D} \) are the same (up to \( \varepsilon_0 \)).

We must have \( \oint \mathbf{E} \cdot d\mathbf{r} = 0 \) (statics), so the contribution inside the bar cancels that outside the bar.

Q: Does \( \mathbf{D} \) change sign at the ends?
A: No.

Hence \( \mathbf{D} \) and \( \mathbf{E} \)

This is due to the polarization surface charge.
Here we have $\mathbf{D} \cdot d\mathbf{r} \neq 0$, so $\nabla \times \mathbf{D} \neq 0$ somewhere, where is $\nabla \times \mathbf{D} \neq 0$.

Maybe inside?

Inside $\mathbf{D} = \varepsilon_0 \mathbf{E} + \mathbf{P}$

This has $\nabla \times \mathbf{D} = 0$

Since $\nabla \cdot \mathbf{E} = 0$ and $\mathbf{P}$ is constant.

Maybe outside?

Outside $\mathbf{D} = \varepsilon_0 \mathbf{E}$ ($\mathbf{P} = 0$).

This has $\nabla \times \mathbf{D} = 0$.

Maybe at the ends?

As you move axially, the axial vector $\mathbf{P}$ changes from $\mathbf{P}$ to zero. But there's no curl. Q: Why?
MAYBE THE CYLINDRICAL SIDES?

\[
\frac{1}{\hat{z}}
\]

As you move vertically, the axial vector changes dramatically as you cross the surface. This introduces a curl.

Q: Why?

So the loop integral

\[ \oint \vec{D} \cdot d\vec{l} \]

for the dotted path shown previously is the boundary of a surface with a non-zero curl, as you knew it did.
EXAMPLES OF GAUSS'S LAW IN DIELECTRICS

*POINT CHARGE IN INFINITE DIELECTRIC

From symmetry, $\vec{D}$ is radial, so $\nabla \times \vec{D} = 0$. Here, $\vec{D}$ is (almost) completely specified by $\vec{E}, \vec{D}$, which is Gauss's Law.
* **Point Charge in Semi-Infinite Dielectric**

- Vacuum: $\mathbf{p} = 0$
- Dielectric: $\mathbf{p} \neq 0$

Here, you can't invoke symmetry to argue $\mathbf{D}$ is radially. It's true $\nabla \cdot \mathbf{D} = \rho$, but this doesn't fully specify $\mathbf{D}$. 
We're not quite done. We need to find from an engineer the "constitutive relations" between \( \mathbf{D}(\mathbf{E}) \) and \( \mathbf{E} \). That is, how does \( \mathbf{D} \) depend on the external field \( \mathbf{E} \)?

We earlier looked at the electret. It has constant polarization:

\[
\mathbf{D} = \varepsilon_0 \mathbf{E} + \mathbf{P}.
\]

Now, \( \mathbf{P} \) could have been zero in the past, then \( \mathbf{P} \) got frozen in. To find \( \mathbf{D} \) here, you need the history of the system. Simply knowing the applied \( \mathbf{E} \) isn't enough.

This is very different than the simple "linear dielectric".
The linear dielectric has property

\[ \vec{p} = \varepsilon_0 \chi_e \vec{E} \]

\[ \vec{p} \propto \vec{E} \]

\( \chi_e \) is an engineering number.

The "electrical susceptibility".

No time dependence! Turn off \( \vec{E} \) and no \( \vec{p} \).

This would not describe the electric field.

Thus \( \vec{D} = \varepsilon_0 \vec{E} + \vec{p} = \varepsilon_0 (1 + \chi_e) \vec{E} \)

For linear dielectric

The "relative dielectric constant" (dimensionless, the same in all systems of units) is

\[ \varepsilon_r = 1 + \chi_e \]

(smyth calls this the "specific inductive capacity").

The "dielectric constant" is

\[ \varepsilon = \varepsilon_0 (1 + \chi_e) \]
This "linear dielectric" formalism is sensible for (most) liquids and amorphous solids and cubic crystals. That is, the medium is isotropic, among other things.

But some materials, e.g., crystals with symmetry lower than cubic, have each spatial component a linear dielectric but the different directions could have different dielectric constant, e.g.,

\[ \mathbf{P} = \varepsilon_0 \chi_\varepsilon \mathbf{E}, \]

\( \chi_\varepsilon \) is a tensor.

This allows for \( \mathbf{P} \) to be in a different direction than \( \mathbf{E} \). You may have seen similar occurrence in the elastic properties of solids.
And for the same reason that the elastic modulus in mechanics is symmetric, the susceptibility tensor is symmetric.

We'll come back to this.

Boundary-value problems with dielectrics. Jackson § 4.4

Boundary conditions! Like the case of fields near charge densities, where we divided charges into discontinuous and continuous variations (at, e.g., the surface and in the bulk volume), \( \chi \) and \( \epsilon \) may be arbitrary function of coordinates: They may change continuously or abruptly. An important case is where \( \epsilon \) changes discontinuously, say at a boundary between two different dielectrics.