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When resolving errors with interactive systems, people sometimeshyperarticulate—or adopt a
clarified style of speech that has been associated with increased recognition errors. The primary
goals of the present study were:~1! to provide a comprehensive analysis of acoustic, prosodic, and
phonological adaptations to speech during human–computer error resolution after different types of
recognition error; and~2! to examine changes in speech during bothglobal and focal utterance
repairs. A semi-automatic simulation method with a novel error-generation capability was used to
compare speech immediately before and after system recognition errors. Matched original-repeat
utterance pairs then were analyzed for type and magnitude of linguistic adaptation during global and
focal repairs. Results indicated that the primary hyperarticulate changes in speech following all error
types were durational, with increases in number and length of pauses most noteworthy. Speech also
was adapted toward a more deliberate and hyperclear articulatory style. During focal error repairs,
large durational effects functioned together with pitch and amplitude to provide selective
prominence marking of the repair region. These results corroborate and generalize the
computer-elicited hyperarticulate adaptation model~CHAM!. Implications are discussed for
improved error handling in next-generation spoken language and multimodal systems. ©1998
Acoustical Society of America.@S0001-4966~98!04511-1#

PACS numbers: 43.72.Kb, 43.70.Fq@JLH#
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INTRODUCTION

User acceptance of speech technology is influen
strongly by the error rate, the ease of error resolution,
cost of errors, and their relation to users’ ability to comple
a task~Kamm, 1994; Frankishet al., 1995; Rhyne and Wolf,
1993!. As a result, future spoken language systems will n
to be designed to handle recognition errors effectively if th
are to perform in a reliable manner and succeed comm
cially. Although ‘‘designing for error’’ has been advocate
widely for conventional interfaces~Lewis and Norman,
1986!, to date this concept has not been applied effectivel
the design of recognition-based technology.

A. Hyperarticulation and the cycle of recognition
failure

When speaking to interactive systems, recent rese
has demonstrated that people typically adapt their langu
during attempts to resolve system recognition errors~Oviatt
et al., 1996, 1998!. This change in speaking style towa
hyperarticulate speechinvolves a stylized and clarified form
of pronunciation that speakers routinely use when accom
dating what they perceive to be ‘‘at risk’’ listeners, adver
communication environments, or interactions involving m
communication~Lindblom et al., 1992; Oviattet al., 1998!.

a!Electronic mail: oviatt@cse.ogi.edu;http://www.cse.ogi.edu/;oviatt/
b!Currently at Artificial Intelligence Laboratory, MIT, Boston, MA.
c!Currently at Linguistics Department, University of Massachusetts, A
herst, MA.

d!Currently at Linguistics Department, University of Pittsburgh, Pittsbur
PA.
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Unfortunately, hyperarticulate speech introduces diffic
sources of variability into the task of spoken language p
cessing, which has been associated with elevated rate
system recognition failure~Shriberget al., 1992!.

When people hyperarticulate to spoken language s
tems in an effort to correct recognition errors, recogniti
rates would be expected to degrade as hyperarticul
speech departs from the training data upon which a rec
nizer was developed. This problem arises because the b
principle of automatic speech recognition is pattern match
of human speech with relatively static stored representat
of subword units. Although current recognition algorithm
typically model phonemes and coarticulation effects, they
not tend to model dynamic stylistic changes in the spe
signal that are elicited by environmental factors, such as
hyperarticulate speech adaptations that speakers make d
miscommunication, or the ‘‘Lombard speech’’ adaptatio
that occur in a noisy environment~Lombard, 1911!. With
respect to training, current speech recognizers tend to
trained on original error-free input, typically collected und
unnatural and constrained task conditions. Realistic inte
tive speech usually is not collected or used for training p
poses, which means that training is omitted on hyperarti
late speech during system error handling. As a result,
signal variability posed by hyperarticulate speech repres
a hard-to-process source of variability that threatens to
grade recognizer performance. Since hyperarticulate spe
can be both areaction to system recognition failure, and
potential fuel for precipitating a higher error rate, the n
effect is that it has the potential to generate acycle of rec-
ognition failure.

-

,
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The design of recognition technology also can contrib
to this cycle of recognition failure, and toclusteringof rec-
ognition errors. For example, the design of Hidden Mark
Models can propagate recognition errors, since a misrec
nized word can cause others in its vicinity to be misrec
nized ~Rhyne and Wolf, 1993!. Language models based o
conditional probabilities also can propagate recognition
rors, because an error can force the language model int
incorrect state and increase the likelihood of an error on s
sequent words~Jelinek, 1985!. In short, once a recognition
error has occurred, both the properties of spoken langu
technology and users’ reactive hyperarticulation can lea
perpetuation of the error in a way that complicates grace
recovery.

To design for both avoidance and resolution of erro
one research strategy is to analyze human–computer inte
tion specifically during system recognition errors. Such wo
could include modeling of users’ hyperarticulated spee
during interactive error handling, and the design of spok
language interfaces that aim to manage these strongly
grained speech patterns.

B. The CHAM model

Human speech to computers varies along a spectrum
hyperarticulation, such that its basic signal properties cha
dynamically and sometimes abruptly~Oviatt et al., 1996,
1998!. When a system makes a recognition error, the m
communication that occurs can be a particularly force
elicitor of hyperarticulate speech from users. Furthermo
the presence, form, and degree of hyperarticulation in us
speech to computers is a predictable phenomenon, whic
transformed in principled ways during human–computer
teraction. Compared with speech to a human partner du
expected or actual miscommunication, users’ hyperarticu
speech to a computer is in some ways unique, and the pa
of adaptation is consistent with their perception of the co
puter as a kind of ‘‘at risk’’ listener~Oviatt et al., 1998!.

During system error resolution, speech primarily shi
to become lengthier and more clearly articulated. In rec
research, uniform increases in utterance duration were d
onstrated during both low and high error-rate conditions~i.e.,
6.5% versus 20% rate of utterances containing an error!, with
no significant difference in elongation between conditio
On average, a112% relative increase was found in clong
tion of speech during error repair, whereas192% more
pauses were interjected, and the relative increase in p
duration was175% ~Oviatt et al., 1996, 1998!. That is, the
most salient change in speech during error handling was
teration of pause structure.

During a high error rate, the phonological features
repeated speech also adapt toward an audibly clearer ar
lation pattern, with frequent changes including fortition
alveolar flaps to coronal plosives, such as|(T|(# changing to
|(#3|(#, and shifts to unreducednt sequences, such as#4}T̃{
changing to#4}'#{ ~Oviatt et al., 1996, 1998!. Users’ speech
basically becomes more deliberate and well specified in
signal cues to phonetic identity. This shift toward hypercle
speech has also been shown to correspond with a dro
spoken disfluencies during a high error rate~Oviatt et al.,
3081 J. Acoust. Soc. Am., Vol. 104, No. 5, November 1998
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1996, 1998!. In contrast, during a low system error rate ne
ther of these articulatory phenomena were observed
change significantly.

With respect to intonation and fundamental frequen
during a high error rate, speakers also adopt a final fall
intonation contour when repairing error subdialogues. T
shift in intonation is also related to a slight decrease in fu
damental frequency, which is reflected as a22% average
drop in minimum pitch ~Oviatt et al., 1998!. Basically,
speakers use final falling tones and a drop in pitch as cue
mark their repair subdialogues during human–computer
logue interaction. However, neither of these changes are
dent during a low system error rate, nor have reliable
creases been reported in previous work in maximum pit
pitch range, or amplitude~Oviatt et al., 1996, 1998!.

The two-stage branching computer-elicited hyperarti
late adaptation model~CHAM!, illustrated in Fig. 1 and
originally introduced in Oviattet al. ~1998!, has been pro-
posed as a unifying framework to account for these syst
atic changes in users’ speech during interactive error h
dling. According to the empirically derived CHAM mode
Stage I adaptations entail a singular change in duratio
characteristics. This stage is associated with a moderate
gree of hyperarticulation during a low rate of system erro
Stage IIentails multiple changes in durational, articulator
and fundamental frequency characteristics. This stage is
sociated with a more extreme degree of hyperarticulat
during a high rate of system errors. The two-stage CHA
model basically summarizes an unfolding of hyperarticul
speech adaptations that is consistent with the literature
lined above. In brief, it predicts that:~1! users’ speech will
adapt toward the linguistically specified hyperarticulati
profile discussed above, including the type and magnitud
changes in articulatory, durational, and fundamental f
quency features that has been outlined in previous empir
findings; ~2! systems characterized by a low versus high
ror rate will elicit different types of hyperarticulate linguisti
features, as illustrated in Stage I and II of the model sho
in Fig. 1; and~3! abrupt rather than gradual transitions w
occur in the signal profile of users’ speech from one mom
to the next as they begin and end episodes of error hand
Implications of the CHAM model for designing interactiv

FIG. 1. Computer-elicited hyperarticulate adaptation model~CHAM!.
3081Oviatt et al.: Modeling hyperarticulation
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systems with improved error handling have been discus
elsewhere~Oviatt et al., 1998!.

C. The hyperarticulation spectrum: When and why
speech is adapted

Based on experimental phonetics data involving int
personal speech, Lindblom and colleagues have argued
speakers make a moment-by-moment assessment of the
tener’s need for explicit signal information, and they ada
their speech production to the perceived needs of their
tener in a given communicative context~Lindblom, 1990,
1996; Lindblomet al., 1992!. According to Lindblom’s H &
H theory, this adaptation varies actively along a continu
from hypo- to hyperclear speech. Hypoclear speech is rela
tively relaxed, and contains phonological reductions. A h
poclear speech style involves minimal expenditure of arti
latory effort by the speaker, and instead relies more on
listener’s ability to fill in missing signal information from
knowledge. In contrast, hyperclear articulation is a clarifi
style that requires more speaker effort in order to achi
ideal target values for the acoustic form of vowels and c
sonants, thereby relying less on listener knowledge. Es
tially, Lindblom and colleagues maintain that the relati
between the speech signal and intended phonemes is a h
variable one, which is neither captured entirely by mapp
phonemes to physical acoustic or phonetic characterizati
nor by factoring in local coarticulation effects~Lindblom,
1996!. During human interaction, speaking style also c
range from hypo- to hyperclear in a way that contribu
substantial variability to the speech signal.

Lindblom and colleagues believe that speakers ope
on the principle of supplyingsufficient discriminatory infor-
mation for a listener to comprehend their intended meani
while at the same time striving for articulatory econom
When a speaker perceives no particular threat to their lis
er’s ability to comprehend them, articulatory effort typical
is relaxed~Lindblom, 1996!. The result is hypoclear speec
which represents the default speaking style. When a thre
comprehension is anticipated, as in a noisy environmen
when a listener’s hearing is impaired, the speaker will ad
their speech toward hyperclear to deliver more explicit sig
information. In this sense, phonetic signals are dynamic
modulated by the speaker to complement their listener’s
ceived speech processing ability and world knowledge. T
effect of these speaker adaptations is to assist the listen
identifying a signal’s intended lexical content.

In accord with these theoretical notions, there is e
dence from a variety of studies that adaptation toward hyp
articulate speech does improve intelligibility by both norm
and impaired listeners~Bond and Moore, 1994; Chen, 198
Cutler and Buttertield, 1990; Gordon-Salant, 1987; Live
et al., 1993; Moon, 1991; Paytonet al., 1994; Pichenyet al.,
1985; Uchanskiet al., 1996!. There is also linguistic and
psychological literature indicating that people routine
adapt their speech during interpersonal exchanges when
expect or experience a comprehension failure from their
tener. For example, modifications have been documente
parents’ speech to infants and young children~Ferguson,
1977; Fernaldet al., 1989; Garnica, 1977!, in speech to the
3082 J. Acoust. Soc. Am., Vol. 104, No. 5, November 1998
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hearing impaired~Picheny et al., 1986!, and in speech to
nonnative speakers~Ferguson, 1975; Freed, 1978!. System-
atic changes also have been observed in speech during
~Hanley and Steer, 1949; Junqua, 1993; Schulman, 19
Summerset al., 1988!, during heavy workload or in stressfu
environments~Brenner et al., 1985; Lively et al., 1993;
Tolkmitt and Scherer, 1986; Williams and Stevens, 196!,
and when speakers are asked to ‘‘speak clearly’’ in labo
tory settings ~Cutler and Butterfield, 1990, 1991; Moon
1991; Moon and Lindblom, 1994!.

The specific hyperarticulate adaptations observed
these cases have differed depending on the target popul
and communicative context. For example, speech ada
tions to infants often include elevated pitch, expanded pi
range, and stress on new vocabulary content—features
assist in gaining and maintaining infants’ attention and
subserving teaching functions~Ferguson, 1977; Fernald
et al., 1989; Garnica, 1977!. With hearing-impaired indi-
viduals, speech reportedly is higher in amplitude and fun
mental frequency, longer in duration, and contains hyp
clear phonological features~Picheny et al., 1986!. Speech
adaptation in a noisy environment, characterized by
‘‘Lombard effect’’ ~Lombard, 1911!, involves an increase in
vocal effort that manifests itself as more than simple am
fication of the speech signal. Among other features, it
cludes change in articulation of consonants, and increa
duration and pitch of vowels~Junqua, 1993; Schulman
1989!. Lombard speech is analogous to hyperarticul
speech in the abruptness of signal change that often occ
That is, Lombard and hyperarticulate speech both are c
acterized by episodic signal variability, which is a more ch
lenging form of variability for recognizers to process th
continuous signal deformation, as in the accented speech
nonnative speaker.

To summarize, the interpersonal dynamics associa
with different populations and circumstances clearly va
even though all of them can be viewed as high risk comm
nications. While they share features in common,
acoustic-prosodic and phonological features observed
these different cases nonetheless are defined by distinc
perarticulation profiles. Recent research has begun to ou
users’ beliefs about the cause of communication failure
well as effective repair strategies when interacting with
computer~Oviatt et al., 1998!. Due to the error-prone natur
of current recognition systems, speakers likewise may v
the computer as a kind of ‘‘at risk’’ listener.

D. The concept of focal hyperarticulation

Recent research on hyperarticulate speech du
human–computer error resolution has presented an ana
based on failure-to-understand errors, in which the sys
indicates its inability to recognize what the speaker s
~Oviatt et al., 1996, 1998!. However, substitution errors con
stitute the majority of speech recognition errors~Brown and
Vosburgh, 1989!. During substitution errors, the system mi
recognizes the user’s speech and substitutes wrong le
content. During some substitution errors, the speaker m
not need to make a global repair of the entire utterance,
rather may selectively repair one focal part it—as in ‘‘Ju
3082Oviatt et al.: Modeling hyperarticulation
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twenty-first , nineteen ninety-seven.’’ There currently is
lack of research on how speakers adapt their speech
computer when making focal repairs, or whether these ad
tations share hyperarticulate features in common with th
observed during global repairs. If both focal and global
terance repairs involve similar hyperarticulate change to
speech signal, then focal repairs may be viewed as a b
and highly selective form of hyperarticulate adaptation, o
in which signal transition is particularly abrupt.

Although speech adaptations during focal error repa
with a computer are poorly understood, in linguistic theo
the concept of stress is relevant.Stressinvolves assignmen
of prosodic prominence to one element or part of an ut
ance, and it can occur during interpersonal communica
when an error is repaired in part of an utterance. Stress
several known acoustic and phonological correlates, inc
ing increased pitch, increased amplitude, longer durat
and greater differentiation of vowel formant structure~de
Jong, 1995; Fry, 1955, 1958!. The acoustic-phonetic feature
of linguistic stress are believed to enhance the overall pro
nence and perceptual clarity of the stressed region, whic
the case of an error must serve as the critical repair reg
Stress sometimes has been described as involving as
ment of a pitch accent~Bolinger, 1958; Fry, 1958!, or as a
local shift toward hyperarticulate speech with greater pho
mic contrast~de Jong, 1995!.

Empirical research has analyzed cases in which pe
were disfluent and then spontaneously self-corrected. For
ample, a person might say ‘‘Her name is Sara, no... uh,Su-
san Collins.’’ In the literature on spontaneous se
corrections, acoustic-prosodic changes have been repo
between error and repair segments, which indicate that
self-repair tends to be accented, or rendered more promi
intonationally ~Levelt and Cutler, 1983!. However, promi-
nence marking on content self-repairs occurs o
intermittently—usually in less than half of the self-repa
observed ~Levelt and Cutler, 1983; Howell and Young
1991!. Furthermore, self-repairs that do not involve the
placement of wrong content~e.g., disfluent repetitions! usu-
ally do not receive prominence marking, or else receive n
ligible marking ~Howell and Young, 1991; Levelt and
Cutler, 1983; O’Shaughnessy, 1992!.

During human–computer interaction, there also
prominence marking when a speaker spontaneously cor
a disfluency. This marking involves longer duration, i
creased pitch, and increased amplitude of the repair segm
~Nakatani and Hirschberg, 1994; O’Shaughnessy, 1992!, al-
though the reported increases in pitch and amplitude h
been extremely small~Nakatani and Hirschberg, 1994!. It
currently is not known whether these changes during s
corrected disfluencies bear any similarity to hyperarticul
change elicited by system recognition errors. Among ot
differences, the latter type of repair occurs in the context o
highly interactive spoken exchange, and in direct respons
a computer partner’s failure. Another difference is th
analyses of repairs following system error have compa
identical lexical content before and after system failu
whereas analyses of self-corrected disfluencies have invo
3083 J. Acoust. Soc. Am., Vol. 104, No. 5, November 1998
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comparison of different lexical content before and during
repair.

E. Goals and predictions of the study

The general goal of the present study was to examine
type and magnitude of linguistic adaptations that occur d
ing human–computer error resolution. A further general a
was to develop a user-centered predictive model of hype
ticulate change during system error handling. The spec
goals of this study were:~1! to provide a comprehensiv
analysis of acoustic, prosodic, amd phonological adaptat
in speech during error resolution;~2! to test the generality of
the CHAM model~computer-elicited hyperarticulate adapt
tion model! in response to qualitatively different types o
system recognition error;~3! to examine changes in th
speech signal during bothglobal repair of an entire utteranc
and duringfocal repair of a syllable or word within an utter
ance;~4! to assess the relation between users’ nonverba
action to system errors and change in the acoustic-pros
features of their speech signal; and~5! to summarize impli-
cations of these findings for the development of improv
error handling in next-generation spoken language and m
timodal systems.

It was hypothesized that users’ repetitions following sy
tem error would be adapted toward hyperclear acous
phonetic features, including higher amplitude, higher ma
mum pitch, lower minimum pitch, greater pitch range, long
duration of speech and pauses, more hyperclear phonolo
features, and fewer disfluencies. To make these assessm
within-subject data were examined for matched uttera
pairs in which speakers repeated the same lexical con
immediately before and after a simulated recognition err
Speech data were analyzed following qualitatively differe
types of error, including failures-to-understand, related s
stitutions, and unrelated substitutions.1 Results for these dif-
ferent error types were compared to evaluate whether
magnitude of hyperarticulate change would be greater w
the computer substituted wrong lexical content, rather th
simply failing to guess it, or when users responded to un
tuitive system errors with visible emotional reactivity.

In addition to investigating hyperarticulation during glo
bal utterance repairs, it was hypothesized that spea
would mark focal repairs as more prominent acoustica
than neighboring speech within an utterance. Increased
plitude, fundamental frequency, and durational effects w
all explored as potential markers of prominence during fo
repairs. Although pitch and amplitude are relatively inacti
during error resolution involving global utterance repairs
was predicted that they would exhibit more change dur
prominence marking in focal repairs. To calibrate duratio
effects and the selectivity of their placement, the magnitu
of change for speech segments and pauses in the imme
focal repair region was compared with that in surround
nonfocal areas.

A further aim of this study was to explore users’ no
verbal reactivity to different types of recognition error.
particular, an assessment was made of whether users
more strongly when wrong content is introduced, especia
during substitution errors perceived to be unrelated sema
3083Oviatt et al.: Modeling hyperarticulation
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cally and acoustically to their original input~e.g., ‘‘Nancy
Green’’ misrecognized as ‘‘Sport coupe’’!. If users are vis-
ibly more reactive to substitution errors, or to unrelated s
stitutions involving uninterpretable misrecognitions, th
this greater degree of arousal may influence the signal c
acteristics of their repair speech. For example, volume
fundamental frequency may increase as a by-produc
greater arousal.

I. METHOD

A. Subjects, tasks, and procedure

Twenty native English speakers, half male and half
male, participated as paid volunteers. Their occupatio
backgrounds were varied, but excluded computer scienti

A ‘‘Service Transaction System’’ was simulated th
could assist users with conference registration and car re
transactions. Compared with an earlier study reported
Oviatt and colleagues~Oviatt et al., 1996, 1998!, in this
study the corpus was designed to permit collection of a wi
variety of articulated phonemes and three-fold more d
than previously, in order to probe the generality of t
CHAM Model. After a general orientation, people we
shown how to enter information using a stylus to click-t
speak on active areas of a form displayed on a Wacom L
tablet.

As input was received, the system interactively co
firmed the propositional content of requests by display
typed feedback in the appropriate input slot. For example
the system prompted withCar pickup location:——— and
a person spoke ‘‘San Francisco airport,’’ then ‘‘ SFO’’ was
displayed immediately after the utterance was completed
the case of simulatedfailure-to-understanderrors, the sys-
tem responded with ‘‘????’’ feedback to indicate its failure
to recognize lexical content. During these errors, the sys
basically informed the user of its inability to recognize wh
the user’s input meant, so it was not necessary for the us
detect the error. In the case ofsubstitutionerrors, illustrated
in Figs. 2 and 3, the system instead responded with mis

FIG. 2. A user speaks her organization’s name as ‘‘National Ocea
graphic’’ but it is misrecognized as ‘‘International Graphics’’ during a r
lated substitution error.
3084 J. Acoust. Soc. Am., Vol. 104, No. 5, November 1998
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ognized or wrong content, such as ‘‘International Graph-
ics’’ instead of ‘‘National Oceanographic’’ ~i.e., acousti-
cally and semanticallyrelatedsubstitution!, or with ‘‘Sport
Coupe’’ instead of ‘‘Nancy Green’’ ~i.e., unrelatedsubsti-
tution!.

Following all errors, participants were instructed to t
again by re-entering their information in the same slot un
system feedback was correct. A form-based interface
used during data collection so that the locus of system er
would be clear to users. To successfully resolve a simula
error, the simulation was programmed so that the particip
had to repeat their input once or twice, although analy
focused on the users’ original input and first repetition.

Users were told that the system was a well-develop
one with an extensive vocabulary and processing capa
ties, so they could express things as they liked and not wo
about what they could and could not say. They were advi
that they could speak normally, work at their own pace, a
just concentrate on completing their transaction. They a
were told that if for any reason the computer did not und
stand them, they always would have the opportunity to
enter their input. Following their session, all users were
terviewed and then debriefed about the nature of
research. All participants reported that they had believ
they were interacting with a fully functional system.

B. Semi-automatic simulation method

A flexible simulation method was devised for supporti
varied studies on user responding during system recogn
errors. The simulation developed for this purpose was
adapted version of a method previously outlined by Ov
and colleagues~1992!. Using this technique, people’s spoke
input was received by an informed assistant, who perform
the role of responding as a fully functional system. T
simulation software provided support for rapid subject-pac
interactions, which averaged a 0.4-s delay between a
ject’s input and system response. Rapid simulation respo
was emphasized during software design, since it was jud
to be an important prerequisite for collecting high qual
data on human speech to computers.

o-FIG. 3. A user speaks her name as ‘‘Nancy Green’’ and laughs when
misrecognized as ‘‘Sport Coupe’’ during an unrelated substitution error
3084Oviatt et al.: Modeling hyperarticulation
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To support research specifically on errors, a random
ror generation capability was developed that could simu
different types of system recognition error, different err
baserates, and different realistic properties of speech re
nition errors. This error generation capability was design
to be preprogrammed and controlled automatically so t
for example, errors could be distributed randomly across
task content. For the present study, the error-generation
ware was adapted to deliver qualitatively different types
system recognition errors, including:~1! failures to under-
stand; ~2! related substitutions; and~3! unrelated
substitutions.2 The simulated word error rate was held co
stant at 15%, and approximately one error occurred ev
five input slots.

C. Research design

The research design was a within-subject factorial t
included the following independent variables:~1! Error sta-
tus of speech~Original input; Repeat input!; ~2! Type of
simulated error~Failure to understand; Related substitutio
Unrelated substitution!. All 20 subjects completed 6 task
Within each task, six simulated errors were delivered—t
failures to understand, two related substitutions, and two
related substitutions. This represents a 20% rate of uttera
containing an error, which is comparable to that associa
with the CHAM model’s Stage II changes in previous r
ports. In total, data were collected on 36 simulated errors
subject, or 720 simulated errors in the study. For all matc
utterance pairs in which the lexical content was the sa
original input provided a baseline for quantifying chan
during the first repetition. In total, this included approx
mately 638 utterance pairs, with over 200 representing e
error type.

D. Data coding and analysis

Speech input was collected using a Crown micropho
and all human–computer interaction was videotaped
transcribed. The speech segments of matched utterance
involving original input and first repetitions were digitize
and software was used to align word boundaries autom
cally and label each utterance. Most automatic alignme
then were hand-adjusted further by an expert phonetic t
scriber. The ESPS Waves1 signal analysis package wa
used to analyze amplitude and frequency, and the O
Speech Tools were used for duration.

1. Global linguistic adaptations

In these analyses, global spoken adaptations that
curred within the entire utterance were assessed.

a. Duration. The following were summarized:~1! total
utterance duration;~2! total speech segment duration~i.e.,
total duration minus pause duration!; ~3! total pause duration
for multi-word utterances in which at least one pause w
present; and~4! average number of pauses per subject
multi-word utterances. No attempt was made to code pau
less than 10 ms in duration. Due to difficulty locating the
onset, utterance-initial voiceless stops and affricates were
bitrarily assigned a 20-ms closure, and no pauses were c
3085 J. Acoust. Soc. Am., Vol. 104, No. 5, November 1998
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as occurring immediately before utterance-medial voicel
stops and affricates. Further details of durational scor
conventions are outlined elsewhere~Moreton, 1996!.

b. Amplitude. Maximum intensity was computed at th
loudest point of each utterance using ESPS Waves1, and
then was converted to decibels~dBs!. Values judged to be
extraneous nonspeech sounds were excluded.

c. Fundamental frequency.Spoken input was coded fo
maximum F0, minimum F0, and F0 range. A pitch-
smoothing filter was applied to the data to remove or mi
mize: ~1! glottalized regions;~2! spurious doubling and halv
ing; ~3! points below an amplitude threshold of 400 rms; a
~4! 1- to 2-point pitch value outliers~e.g., due to hissing
sound in ‘‘s’’!. The fundamental frequency tracking softwa
in ESPS Waves1 was used to calculate values for voice
regions of the digitized speech signal. Pitch minima a
maxima were calculated automatically by program softwa
and then adjusted further to correct for pitch tracker err
such as spurious doubling and halving, interjected nonspe
sounds, and extreme glottalization affecting<5 tracking
points.

d. Intonation contour. The final rise/fall intonation con-
tour of subjects’ input was judged to involve a rise, fall,
no clear change. Each matched original-repeat utterance
then was classified as:~1! rise/rise;~2! rise/fall; ~3! fall/fall;
~4! fall/rise; or ~5! unscorable. The likelihood of switching
final intonation contour from original input to first repetitio
~categories 2 and 4! versus holding it the same~categories 1
and 3! then was analyzed. In the case of a shifting conto
from original to repeated input, the likelihood of changin
from a rising to falling contour versus a falling to rising on
also was evaluated. Finally, the percentage of all origi
versus repeated utterances that contained a final falling
tour was compared.

e. Phonological alternations. Phonological changes
within original-repeat utterance pairs that could be coded
liably by ear without a spectrogram were categorized as
ther representing a shift from conversational-to-clear spe
style, or vice versa. The following contrasting categor
were coded:~1! released and unreleased plosives;~2! unlen-
ited coronal plosives and alveolar flaps; and~3! presence
versus absence of segments. Alveolar flaps, deleted
ments, and unreleased stops were considered characteris
conversational speech, whereas unlenited coronal plos
undeleted segments, and audibly released stops were in
of clear speech. A focus was placed on identifying uncont
versial phonological changes with respect to t
conversational-to-clear speech continuum, and those
could be coded reliably by ear without access to a spec
gram. For example, cases of glottalization and glottal s
insertion were not included due to known difficulty with re
liable coding~Eisenet al., 1992!.

f. Disfluencies. Spoken disfluencies were totaled fo
each subject and condition during original spoken input
well as repeats during errors, and then were converted
rate per 100 words. The following types of disfluencies we
coded:~1! content self-corrections;~2! false starts;~3! rep-
etitions; and~4! filled pauses. For further classification an
coding details, see Oviatt~1995!.
3085Oviatt et al.: Modeling hyperarticulation
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g. Nonverbal responding.To assess users’ subjectiv
reaction to different types of recognition error, the followin
categories of nonverbal responding were coded from vid
tapes for each subject and error condition:~1! smiling—lips
fully retracted upward in an unambiguous smile;~2!
laughter—open-mouth smile accompanied by one or m
breathy nonarticulated bursts of noise;~3! raised brows—
eyebrows lifted upward, as if in surprise; and~4! knit
brows—eyebrows moved together, with forehead wrink
as muscles contract. These nonverbal facial changes, w
were considered indices of emotional reactivity and heig
ened arousal, were assessed for possible correspondenc
speech signal changes.

h. Self-reported perception of recognition errors.The
percentage of subjects reporting specific beliefs about
causal basis of errors, as well as effective ways to reso
errors, was summarized from post-experimental interview

2. Focal linguistic adaptations

These analyses concentrated on focal error repairs
volving one syllable or word within a longer multi-word u
terance. In total, 96 original-repeat utterance pairs w
available for analysis of focal error repairs, which constitu
a subset of the related substitution errors. Examples of fo
repairs during related substitution errors weretwo seven
seven Frill Street→‘‘two seven sevenHill Street,’’ Septem-
ber seven, 1996→‘‘Septembereleven, 1996.’’ The goal of
these analyses was to assess whether and to what exte
focal repair region received selective emphasis via acou
cues during system error resolution.

a. Duration. ~1! Focal Speech Duration—The total
duration of the focal speech segment@FOC#, which repre-
sented the repair region, was evaluated for original and
peat input.

~2! Nonfocal Speech Duration—The total duration of
the surrounding nonfocal speech segments@NFOC# ~i.e., to-
tal utterance duration minus focal speech duration minus
tal pause duration! was computed.

~3! FOC/NFOC Speech Duration Ratio—The ratio of
focal to surrounding speech segment durations was c
puted to assess whether the focal region was relatively m
elongated during repetition than surrounding speech.

~4! Pause Duration Adjacent to Repair—For all utter-
ances with one or more pauses, total pause duration
computed both immediately before and after the repair
gion in original and repeated input.

~5! Pause Duration Nonadjacent to Repair—Total
pause duration also was assessed for pauses not adjace
focal repair region in original and repeat utterances.

~6! Number of Pauses Adjacent to Repair—For all mul-
tiword utterances, the total number of pauses immedia
before and after a focal repair region were scored for orig
and repeat utterances.

b. Amplitude. ~1! Focal Maximum Amplitude—
Maximum amplitude was computed from the loudest po
during the focal repair region, and was summarized for b
original and repeat utterances.

~2! Nonfocal Maximum Amplitude—The average maxi-
3086 J. Acoust. Soc. Am., Vol. 104, No. 5, November 1998
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mum amplitude of spoken words not in the focal repair
gion also was calculated.

~3! FOC/NFOC Amplitude Ratio—The ratio of focal to
nonfocal speech segment amplitudes was computed to a
whether the focal repair region had a relatively higher a
plitude during repetition.

c. Fundamental frequency. ~1! Focal Pitch
Maximum—MaximumF0 during the focal repair was score
for original and repeat utterances, and analyzed separa
when the repair was in sentence-final versus initial or me
position.

~2! Nonfocal Pitch Maximum—The average maximum
F0 of nonfocal spoken words also was calculated, exclud
words in sentence-final position.

~3! Focal Pitch Minimum—Minimum F0 during the fo-
cal repair was scored for original and repeat utterances,
analyzed separately when the repair was in sentence-
versus initial or medial position.

~4! Nonfocal Pitch Minimum—The average minimum
F0 of nonfocal spoken words also was calculated, exclud
words in sentence-final position.

~5! Focal Pitch Range—The F0 range (F0 maximum
minus F0 minimum! was scored for focal repair segmen
occurring in all sentence positions, and then compared
original and repeat utterances.

~6! Nonfocal Pitch Range—The averageF0 range of
nonfocal spoken words also was scored, and compared
original and repeat input.

d. Reliability. For all measures reported except amp
tude, 10%–100% of the data were second scored. For
crete classifications, such as number of pauses, disfluen
phonological alternations, nonverbal responding, and into
tion contour, all inter-rater reliabilities exceeded 88%. F
phonological alternations, only cases agreed upon by b
scorers were analyzed. For fundamental frequency, the in
rater reliability for minimumF0 was an 80% match with les
than 3-Hz departure, and for maximumF0 an 80% match
with less than 9-Hz departure. For duration, pause length
an 80% match with less than 65-ms departure, and tota
terance duration an 80% match with less than 59-ms de
ture.

II. RESULTS

Speech data were available for analysis on appro
mately 638 scorable utterance pairs for which the lexi
content was identical during original and repeated input.
these, over 200 utterance pairs representing each of the
error types were analysed. Spoken utterances in this co
tended to be brief fragments averaging two to three wor
and ranging from 1 to 13 words in length.

A. Overview of global linguistic adaptations

Table I presents a summary of all the significant glob
linguistic changes identified during human–computer er
resolution. The magnitude of relative change shown for e
linguistic dimension is an average across the three diffe
error types. Specific results on each type of linguistic cha
are detailed in the following sections.
3086Oviatt et al.: Modeling hyperarticulation
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Table I clarifies that change in pause structure do
nated hyperarticulate adaptation during error resolution, w
durational increase in the speech segment also notewo
but smaller in magnitude. Articulatory changes were a s
ond prominent characteristic of global hyperarticulate ad
tation, including both a drop in spoken disfluencies and
increase in hyperclear phonological features. With respec
prosody, speakers shifted to a final falling intonation cont
during repetitions, which was associated with small d
creases in fundamental frequency measures. While ampli
increases were reliably present, they were negligible.~Figure
7 illustrates that the overall profile of hyperarticulate adap
tions was replicated across all three of the different er
types.!

1. Duration

Total utterance duration averaged 1567 ms and 1786
in original and repeat input during failure-to-understand
rors, 1677 ms and 1845 ms during related substitutions,
1659 ms and 1815 ms during unrelated substitutions.
average gain in total utterance duration from original to
peated speech across all error types was111%. A repeated
measures ANOVA on log transformed data revealed that
main effect of original versus repeat speech was a signific
one, F5166.05 ~df51, 165!, p,0.001, although the main
effect of type of recognition error was not significant,F
,1, nor was the interaction between error type and origin
repeat speech,F52.30 ~df52, 330!, N.S. Having ruled out
significant variation in utterance duration due to type of r
ognition error,a priori pairedt tests then were conducted o
the prediction that duration would be elongated during r
etition following all three types of error. These analyses c
firmed a significant increase in utterance length for failu
to-understand errors, pairedt54.58 ~df5197!, p,0.001,
one-tailed, for related substitution errors, pairedt58.93 ~df
5205!, p,0.001, one-tailed, and for unrelated substituti
errors, pairedt56.63 ~df5219!, p,0.001, one-tailed.

a. Speech segment duration.Analyses revealed an in
crease in the total speech segment from an average of
ms during original input to 1591 ms during repetitions fo
lowing failure-to-understand errors, 1525 ms and 1662
following related substitutions, and 1513 ms and 1613
following unrelated substitutions, as illustrated in Fig. 4. T
average relative gain in speech segment duration from o
nal to repeated speech across all error types was18.5%. A

TABLE I. Overview of relative change in linguistic dimensions of hype
articulation during global utterance repairs.

Type of change
Percentage change
during repetition

Pause interjection 144.0%
Pause elongation 140.0%
Disfluencies 238.5%
Intonation—final fall 120.0%
Speech elongation 18.5%
Hyperclear phonology 16.0%
Pitch minimum 22.0%
Amplitude 10.5%
3087 J. Acoust. Soc. Am., Vol. 104, No. 5, November 1998
i-
h
hy
c-
-
n
to
r
-
de

-
r

s
-
nd
e
-

e
nt

l-

-

-
-
-

46

s
s

i-

repeated measures ANOVA on log transformed data
vealed that the main effect of original versus repeat spe
was significant,F5142.46~df51, 165!, p,0.001, although
error type was not,F,1, nor was the interaction betwee
error type and original-repeat speech,F52.85 ~df52, 330!,
N.S. Having ruled out significant variation due to type
recognition error,a priori paired t-tests were conducted o
the prediction that repeated speech segments would be
nificantly elongated following all three types of recognitio
error. These analyses confirmed a significant increase
speech segment duration following failure-to-understand
rors, pairedt56.88 ~df5197!, p,0.001, one-tailed, related
substitutions, pairedt58.95~df5205!, p,0.001, one-tailed,
and unrelated substitutions, pairedt55.69 ~df5219!, p
,0.001, one-tailed.

b. Pause duration. The total pause duration of multi
word utterances also increased from an average of 192–
ms between original and repeat input after failure to und
stand errors, from 207 ms to 248 ms after related subs
tions, and 193 ms to 283 ms after unrelated substitutio
The average gain in total pause duration from original
repeated speech across all error types was140%. A repeated
measures ANOVA on log transformed data revealed that
main effect of original versus repeat speech significantly
fluenced total pause duration,F557.68 ~df51, 56!, p
,0.001, although type of error did not,F,1, nor did the
interaction between error type and original-repeat speechF
51.93 ~df52, 112!, N.S. Having ruled out significant varia
tion due to type of error,a priori paired t-tests were con-
ducted on the prediction that pause duration would be e
gated significantly in response to all three types
recognition error. These analyses confirmed a significant
crease in pause duration following failure-to-understand
rors, pairedt55.59 ~df577!, p,0.001, one-tailed, related
substitutions, pairedt55.74 ~df593!, p,0.001, one-tailed,
and unrelated substitutions, pairedt54.59 ~df584!, p
,0.001, one-tailed.

Figure 4 illustrates the average increase in pause d
tion for all three types of error, and its relation to increases
speech segment duration. Figure 5 also shows the increa

FIG. 4. Elongation of the speech segment and pauses in repeated utter
for three types of recognition error. Original speechh; repeat speech�;
original pauseh– ; repeat pausej.
3087Oviatt et al.: Modeling hyperarticulation
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ratio of pause to speech duration in repeated speech fo
three types of error, which averaged113% during original
input but increased to117% during repetitions. That is, th
gain in pause duration during repetitions was relativ
greater than for speech, a comparison that was statistic
reliable across subjects by Wilcoxon Signed Ranks tesz
53.24 (N519), p,0.001, two-tailed.

To test for elongation of individual matched pauses~i.e.,
independent of interjecting new ones that may have b
brief!, original and repeat utterance pairs matched on t
number of pauses were compared for total pause length.
analysis confirmed that pauses were elongated significa
more in repeat utterances following all three types of erro
including failure-to-understand errors, pairedt52.37 ~df
534!, p,0.02, one-tailed, related substitutions, pairedt
52.02 ~df549!, p,0.025, one-tailed, and unrelated subs
tutions, pairedt53.60 ~df545!, p,0.001, one-tailed.

c. Number of pauses.Approximately 63% of multi-
word utterances contained one or more pauses during e
resolution, even though utterances in the corpus tended t
brief. Figure 6 reveals that the average number of pauses
subject for multi-word utterances increased during rep

FIG. 5. Increasing ratio of pause to speech duration in repeated uttera
for three types of recognition error.

FIG. 6. Increase in number of pauses in repeated utterances for three
of recognition error.
3088 J. Acoust. Soc. Am., Vol. 104, No. 5, November 1998
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speech for all three error types. For failure-to-understand
rors, the number of pauses increased from an average of
to 1.08 between original and repeated utterances, signifi
by Wilcoxon Signed Ranks test,z53.32 (N517), p
,0.001, one-tailed. For related substitutions, the numbe
pauses increased from 0.71 to 1.06 during repeat utteran
again significant by Wilcoxon,z53.62 (N517), p,0.001,
one-tailed. Finally, for unrelated substitutions, pauses
creased from 0.83 to 1.04 during repeat utterances, sig
cant by Wilcoxon,z52.12 (N516), p,0.02, one-tailed.
Overall, the net increase in average number of pauses du
repeated speech was144%.

2. Amplitude

The maximum amplitude averaged 70.3 dB and 70.6
in original and repeat utterances during failures to und
stand, 70.8 dB and 71.1 dB during related substitutions,
70.6 dB and 71.0 dB during unrelated substitutions. A
peated measures ANOVA revealed that the main effec
original-repeat speech had a significant impact on amplitu
F523.76~df51, 163!, p,0.001, but there was no differenc
between error types,F51.45 ~df52, 326!, N.S., and no sig-
nificant interaction,F51.40 ~df52, 326!, N.S. Having ruled
out significant variation due to type of error, the predicti
was tested that repeated speech would be increased in a
tude. Analyses using plannedt tests confirmed a significan
increase in amplitude on repeat speech for failures to un
stand,t52.45~df5204!, p,0.01, one-tailed, for related sub
stitutions,t53.00 ~df5208!, p,0.0015, one-tailed, and fo
unrelated substitutions,t53.57 ~df5223!, p,0.001, one-
tailed. However, these increases were very neglible, ave
ing less than10.5%.

3. Fundamental frequency

a. Pitch maximum. Maximum F0 averaged 190.8 and
190.2 for original and repeat speech during failures to und
stand, 188.8 and 189.6 for original and repeat speech du
related substitutions, and 193.0 and 192.9 for original a
repeat speech during unrelated substitutions. Repeated
sure ANOVAs conducted on the whole sample and then
analyzed separately by gender all revealed no significan
fect of original versus repeat speech, error type, or th
interaction on pitch maximum values~Fs,1!.

b. Pitch minimum. Minimum F0 averaged 129.5 and
126.8 on original and repeat speech during failures to und
stand, 129.9 and 127.4 during related substitutions,
129.1 and 127.6 during unrelated substitutions. A repea
measures ANOVA conducted on the whole sample revea
a significant main effect of original versus repeat speechF
54.68~df51, 158!, p,0.035, but no difference due to erro
type, F,1, or their interaction,F51.90 ~df52, 316!, p
.0.15. Since a decrease was predicted in minimumF0 dur-
ing repetitions,a priori pairedt-tests were conducted to as
sess predicted drops during different error types. Signific
decreases were confirmed for failure to understand errot
52.42~df5189!, p,0.01, one-tailed, for related substitutio
errors,t52.16 ~df5190!, p,0.02, one-tailed, and for unre

ces

pes
3088Oviatt et al.: Modeling hyperarticulation
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lated substitution errors,t51.76 ~df5216!, p,0.04, one-
tailed. These decreases in minimumF0 averaged less tha
22%.

c. Pitch range. F0 range averaged 61.9 and 63.2 f
original and repeat speech during failures to understand,
and 62.8 during related substitutions, and 63.9 and 65.4
ing unrelated substitutions. Repeated measures ANOV
conducted on the whole sample and then reanalyzed s
rately by gender all revealed no significant main effect
original versus repeat speech, error type, or their interac
on overall pitch range values for the utterance~Fs,1!.

4. Intonation contour

The probability ofshifting final intonation contour from
rise to fall, or vice versa, averaged only 11.5% betwe
original and repeated input. More specifically, speak
maintained the same final contour 89% of the time dur
failure to understand errors, 87% of the time during rela
substitutions, and 89% during unrelated substitutions, w
no significant differences apparent between error types. W
coxon Signed Ranks analysis confirmed that speakers w
significantly more likely to hold their intonation the sam
between original input and first repetition than to change
z53.88 (N520), p,0.001, one-tailed. In this sense, it a
pears that whatever intonation contour originally is appl
to the utterance tends to persist during verbatim correcti

Of the cases in which a change was evident in fi
intonation contour during repetition, 88% of the time t
shift was from rising to falling, rather than the reverse. T
difference was significant by Wilcoxon test,T15110 (N
515), p,0.003, two-tailed. Analyses of all three error typ
reconfirmed this pattern of significantly more final falls th
rises during repetitions. Overall, the likelihood of a final fa
ing contour was 45% during original input, increasing
54% during repetitions—for a net relative increase in fin
falling contours of120%.

5. Phonological Alternations

Approximately 6% of repetitions in this corpus co
tained a phonological alternation that could be classifi
along the hyperarticulation spectrum. Table II summari
the number and type of alternations observed for each
ject by the direction of shift toward conversational vers
hyperclear speech.

The majority of subjects, or 79% of those who had
least one spoken adaptation classifiable according to hy
articulation, shifted more often from a conversational to cl
speech style, rather than the reverse, a significant differe
by Wilcoxon Signed Ranks test,T1580 (N513), p
,0.007, one-tailed. The rate of hyperclear alternations a
aged 6% of repetitions during failures to understand, 4%
repetitions during related substitutions, and 5% during un
lated substitutions, with no significant difference among
ror types~see Fig. 7!.

When one or more clear-speech phonological chan
were present during repetitions, the number of pauses co
spondingly increased167% from baseline input~i.e., from
0.90 to 1.50 pauses between original and repeat input!, com-
3089 J. Acoust. Soc. Am., Vol. 104, No. 5, November 1998
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pared with a gain of only144% for the whole corpus. Like-
wise, total pause length increased161% from baseline input
to repetitions when a phonological change was present~i.e.,
from 191 ms to 307 ms!, although the gain only average
140% for the whole corpus. Total speech duration avera
1891 ms and 2126 ms during utterances with a phonolog
alteration, a112% increase over baseline input, compar
with 18.5% increase for the whole corpus. In short, du
tional change averaged about 49% greater during repetit
involving a phonological alternation than during those wit
out one. When original-repeat utterance pairs containin
conversational-to-clear-speech phonological change w

TABLE II. Number and type of phonological alternations involving a sh
toward clear speech~a–f! versus toward conversational speech~g–h!, listed
by subject.

Clear to
conversational

Conversational
to Clear

Phonological
alternations

0 3 c, d, d
0 6 a, a, a, c, e, e
2 2 g, g / a, d
0 1 a
0 0 ¯

0 0 ¯

0 5 a, a, a, c, c
0 3 a, c, d
0 1 f
0 0 ¯

0 3 a, b, c
0 1 a
2 0 g, h
0 0 ¯

0 1 d
0 3 a, a, c
0 3 a, a, c
0 0 ¯

1 0 g
0 0 ¯

Total—5 32

aUnreleasedt.releasedt.
bAlveolar flap.coronal plosive.
cn/alveolar nasal flap.nt sequence.
dSegment insertion.
eNasal flap.n.
fschwa.I altered vowel quality.
gSegment deletion.
hnt sequence.nasal flap.

FIG. 7. Similarity of hyperarticulation profile for different error types.
3089Oviatt et al.: Modeling hyperarticulation
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compared with utterances from the corpus at large that
not contain any phonological change~i.e., that were matched
on speaker and lexical content!, it was confirmed that utter
ances with phonological change contained significantly m
pauses than those in the corpus at large,T1555 (N510),
p,0.001 one-tailed, and also significantly longer paus
T1579 (N513), p,0.01, one-tailed. These data clari
that the degree of hyperarticulate adaptation varied alon
spectrum, and also that durational and phonological chan
during hyperarticulation were correlated within individu
utterances.

6. Disfluencies

The disfluency rate during baseline speech~i.e., through-
out the interaction when no errors were occurring! averaged
0.65 disfluencies per 100 words. However, this rate drop
to 0.40 during repeated input following system errors, a s
nificant decrease by Wilcoxon Signed Ranks test,T15103
(N515), p,0.01, one-tailed. The rate of disfluencies p
100 words averaged 0.43 during failures to understand, 0
during related substitutions, and 0.30 during unrelated s
stitutions, which did not differ significantly.

7. Nonverbal responding

Users frequently reacted emotionally to system recog
tion failures. They smiled in response to 9% of erro
laughed after another 6%, raised their eyebrows after
and knit their brows after 3% of errors. In total, 22%
system errors elicited a nonverbal response.

Participants were significantly more likely to smile aft
an unrelated substitution than after a failure to underst
error, z52.73 (N511), p,0.003, one-tailed, or after a re
lated substitution error,z51.69 (N511), p,0.05, one-
tailed. Users also were significantly more likely to laugh
ter unrelated substitutions than after a failure to underst
error,z52.40 (N59), p,0.01, one-tailed, or after a relate
substitution,z52.45 (N59), p,0.007, one-tailed. Finally
although raised eyebrows were not expressed more ofte
ter any particular error type, users also knit their brows s
nificantly more often after unrelated substitutions than fail
to understand errors,z51.81 (N57), p,0.04, one-tailed,
and related substitutions,z51.62 (N57), p,0.053, one-
tailed. In summary, participants were most reactive to
unrelated substitution errors.

8. Self-reported perception of recognition errors

Post-experimental interviews revealed that users ty
cally posited a cause for errors that involved self-attribut
of blame and a linguistically based cause of system fail
~e.g., ‘‘I just needed to speak more slowly and clearly’!.
Although the delivery of simulated recognition errors w
not contingent at all on users’ input, 70% of interviewe
stated that altering the linguistic characteristics of their o
language was effective in repairing system errors succ
fully. Another 15% said they had no idea why system err
occurred, and the remaining 15% cited mechanical reas
for recognition failure~e.g., ‘‘My pen wasn’t inside the inpu
box, so it didn’t get the last few digits’’!.
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With respect to linguistic repair mechanisms, the follo
ing specific ones were cited most frequently as being eff
tive: ~a! speaking more clearly—mentioned by 45% of pa
ticipants who maintained a linguistic theory; and~b!
speaking more slowly—40% of participants. A small mino
ity of people said they believed that speaking more loudly
the computer was effective in resolving errors~10%!, or
changing voice inflection~5%!. In short, participants’ self-
reports regarding error repair strategies were consistent
the major changes observed in hyperarticulate speech.

B. Overview of focal linguistic adaptations

Table III presents a summary of all the significant foc
linguistic adaptations that were identified during huma
computer error resolution. It summarizes changes that
curred when users selectively emphasized a focal repair
gion in a related substitution error. Specific results on e
type of linguistic adaptation are detailed in the followin
sections.

Table III clarifies that change in pause structure s
dominated focal hyperarticulate adaptation, although it w
three- to four-fold greater than that observed during glo
utterance repair. Changes in pause interjection and elo
tion also were selectively placed adjacent to the focal rep
region. In fact, these pause changes were twelve-to sixt
fold more pronounced immediately before and after the
pair region than in other sentence positions. The focal spe
region also was substantially elongated, approximately tw
fold more than speech in surrounding nonfocal regions
during global utterance repairs.

Although relatively smaller in magnitude of change, t
focal repair region also was selectively marked with a mo
erate increase in pitch range that was derived from an
crease in maximum pitch in sentence-initial and medial
sitions and a decrease in minimum pitch in sentence-fi
position. Finally, the focal repair region was selective
marked with a small increase in amplitude. These d
clarify how duration, fundamental frequency, and amplitu
work together in a finely tuned manner to mark a high
specific repair region as acoustically more prominent th
surrounding ones during human–computer error resolutio

TABLE III. Overview of relative change in linguistic dimensions of hype
articulation during focal repairs.

Type of change
Percentage change
during repetition

Focal repair region:
Pause duration next to repair 1149%
Number of pauses next to repair 1113%
Duration of speech repair 118%
Pitch range of speech repair 111%
Pitch maximum of speech repaira 13%
Pitch minimum of speech repairb 23%
Amplitude of speech repair 11%

Nonfocal region:
Pause duration nonadjacent to repair 19%
Duration of nonfocal speech 19%

aChange for all focal repairs, except those in sentence-final position.
bChange for focal repairs in sentence-final position only.
3090Oviatt et al.: Modeling hyperarticulation
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1. Duration

a. Focal speech duration.The total duration of the fo-
cal speech segment increased from an average of 400
during original input to 473 ms during repetition, a gain
118%. This increase was significant by pairedt test on log
transformed data,t56.02 ~df595!, p,0.001, one-tailed.

b. Nonfocal speech duration.The total duration of the
surrounding speech segments also increased from an av
of 745 ms during original input to 811 ms during repetitio
a gain of19%. This increase also was significant by pair
t-test on log transformed data,t55.11 ~df595!, p,0.001,
one-tailed.

c. FOC/NFOC speech duration ratio.The ratio of focal
to nonfocal speech duration increased significantly dur
repetition, pairedt52.13 ~df595!, p,0.02, one-tailed. Tha
is, the focal speech region was demonstrated to increase
nificantly more than other surrounding speech segments

d. Pause duration adjacent to repair.Approximately
47% of all multi-word utterances contained one or tw
pauses adjacent to the focal speech repair during error r
lution. The total duration of such pauses averaged 72
during original input, increasing to 179 ms during repetitio
which was significant by pairedt test on log transformed
data,t55.60 ~df535!, p,0.001, one-tailed. That is, a sub

FIG. 8. During repair of a related substitution error, elongation of the fo
speech region~box with wavy lines! and selective pause interjection an
elongation next to the focal repair~j!, compared with nonfocal utteranc
regions~h!.

FIG. 9. Amplitude change on focal repair region versus nonfocal segm
during related substitutions.
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stantial 1149% increase was discovered in average pa
duration immediately next to the focal repair region duri
repetitions. This increase in total pause duration was com
rable in size for pauses positioned immediately before ver
after the repair region~i.e., averaging 178.5 vs, 180.0 m
respectively!.

Further analysis confirmed that both interjection of ne
pauses and elongation of existing ones contributed indep
dently to observed increases in total pause duration imm
ately around the focal region. In original-repeat utteran
pairs for which the number of pauses was matched, pa
elongation still was significant by pairedt test, t52.96 ~df
513!, p,0.01, one-tailed.

e. Pause duration nonadjacent to repair.Pause dura-
tion for positions nonadjacent to the repair region avera
128 ms during original input and 140 ms during repetition
a 19% increase. This increase also was significant by pa
t test,t52.02 ~df513!, p,0.04.

f. Number of pauses adjacent to repair.The number of
pauses immediately adjacent to a repair region averaged
during original input, increasing to 1.70 during repetitions

l

ts

FIG. 10. Change in pitch maximum on focal repair region versus nonfo
segments, for focal repairs in sentence initial and medial position.

FIG. 11. Change in pitch maximum and minimum on focal repairs a
function of sentence position.
3091Oviatt et al.: Modeling hyperarticulation
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1113% gain. This increase in average number of pauses
significant by Wilcoxon Signed Ranks test,z52.49 (N
512), p,0.01, one-tailed. Analysis of the position of the
pauses indicated an equal split between those located im
diately before versus after the repair.

Figure 8 illustrates selective pause interjection and el
gation immediately around the focal repair region, as wel
elongation of the spoken repair region itself, during foc
repair of a typical related substitution error from the pres
corpus.

2. Amplitude
a. Focal maximum amplitude.Maximum amplitude of

the focal region averaged 69.4 dB during original input,
creasing to 70.1 dB during repetition, which represente
11% gain. This increase on the focal segment was sign
cant by pairedt test,t53.15 ~df595!, p,0.001, one-tailed.

b. Nonfocal maximum amplitude.Average maximum
amplitude of the nonfocal repair region was 69.3 dB dur
original input and 69.1 dB during repetitions, which was n
a significant change,t,1.

FIG. 12. Change in pitch range on focal repair region versus nonfocal
ments during related substitutions.

FIG. 13. Change in pitch range on focal repairs as a function of sent
position.
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c. FOC/NFOC amplitude ratio.The ratio of maximum
amplitude gain on focal versus nonfocal regions increa
from 1.00 during original input to 1.01 during repetition,
significant relative change by pairedt test,t52.71 ~df595!,
p,0.004, one-tailed. Figure 9 illustrates the amplitude
crease on focal repair regions during repeated utteran
compared with nonfocal segments.

3. Fundamental frequency

a. Focal pitch maximum. Maximum F0 on focal
speech segments averaged 165.5 during original input
increased to 170.0 during repetition of the focal repair wh
it occurred in sentence initial and medial positions. Th
change represented a12.7% increase in maximumF0 on
the target repair region, which was significant by pairet
test, t52.86 ~df550!, p,0.003, one-tailed. However, whe
the focal repair was in sentence-final position maximumF0
averaged 191.5 and 189.7 during original and repeated in
which did not represent a significant change,t,1.

b. Nonfocal pitch maximum.The average maximumF0
on nonfocal speech segments~i.e., excluding those occurring
in sentence-final position! was 167.4 and 166.8 during orig
nal and repeated input, which was not a significant increa
t,1.

Figure 10 illustrates the increase in maximumF0 during
repetition of a focal repair segment, compared with s
rounding nonfocal ones. Figure 11~top! illustrates that this
increase occurred when the repair region was in any posi
except final.

c. Focal pitch minimum.Minimum F0 on focal speech
segments averaged 143.6 and 143.5 on original input
repetitions when the focal repair was in sentence-initial
medial position, which did not represent a significant chan
t,1. However, when the focal repair was in sentence-fi
position, minimumF0 averaged 141.3 on original input an
dropped to 137.5 during repetitions, which was a22.7%
decrease and significant by pairedt test, t51.72 ~df541!,
p,0.05. Figure 11~bottom! illustrates that this decrease i
minimum pitch only occurred in sentence-final position.

d. Nonfocal pitch minimum.The minimumF0 on non-
focal speech segments occurring in sentence-final pos
averaged 135.6 and 133.3 during original input and rep
tion, which did not represent a significant difference,t,1.
That is, sentence-final speech segments that were not
focus of repair showed no reliable drop in minimumF0
during repetitions.

e. Focal pitch range. The F0 range on focal repair
segments occurring in all sentence positions averaged
for original input, increasing to 37.8 for repetitions. This w
an 111.2% gain, and a significant expansion of pitch ran
t52.11 ~df595!, p,0.02, one-tailed.

f. Nonfocal pitch range. The F0 range averaged a
lower 28.8 and 27.4 for original and repeated input
speech segments throughout the sentence that were no
focus of repair, which did not represent a significant diffe
ence,t51.09 ~df592!, N.S.

Figure 12 illustrates the increase in pitch range dur
repetition of focal repair segments, compared with surrou
ing nonfocal ones. Figure 13 illustrates that this pitch ran

g-

ce
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expansion on focal repairs occurred uniformly in all sente
positions.

III. DISCUSSION

Human speech to computers varies along a spectrum
hyperarticulation, such that its basic signal properties cha
dynamically and sometimes abruptly. The present data d
onstrate that system recognition errors can be a forceful e
tor of hyperarticulate speech from users. Furthermore,
presence, form, and degree of hyperarticulation in us
speech to computers is a highly predictable phenomeno
has a specific constellation of linguistic features, and it
curs as a generalized response to different types of sys
recognition error. In addition, hyperarticulate adaptation c
occur during global utterance repairs, and also during fo
repairs involving one isolated region within a longer utte
ance. These research findings raise concerns with curren
gorithmic approaches to recognizing spoken language, w
generally fail to model dynamic stylistic changes in t
speech signal that are elicited during natural interactio
such as hyperarticulation during miscommunication, or Lo
bard speech during noise.

A. Global hyperarticulation to computers

During global utterance repairs, speech predomina
shifted to become lengthier and more clearly articulated
summarized in Table I. Comparable durational changes w
observed following all three types of system error, includi
18.5% average elongation of the speech segment,140%
elongation of pause duration, and interjection of144% more
pauses. The most salient relative changes in repeated sp
involved altered pause structure. Perhaps ironically, us
speech became somewhat more discrete during hyperar
lation, departing from the pattern of continuous speech u
which most current recognizers typically are trained. Ho
ever, the changes observed in pause structure in no s
approached regularized discrete pausing between e
word, as would be required by a discrete word recogniz
Instead, it often was highly targeted, as in selective pa
interjection and elongation around focal repair regions.

The large durational increases obtained in this study
similar to those documented in hyperclear speech to the h
ing impaired~Uchanskiet al., 1996!. Previous literature on
interpersonal speech also has reported increases in the
ber and length of pauses in hyperclear speech betw
people without hearing impairments~Cutler and Butterfield,
1990, 1991!. In general, such changes in pause structure
pear to play an important role in assisting listeners w
marking word boundaries and segmenting a continu
stream of speech~Cutler and Butterfield, 1990, 1991
Maasen, 1986!.

Articulatory changes also were a prominent characte
tic of global hyperarticulate adaptation. The phonologi
features of repeat speech adapted toward an audibly cle
articulation pattern on 6% of repetitions, with frequently o
served changes including the insertion of previously dele
segments~e.g.,’levenchanging toeleven!, fortition of alveo-
lar flaps to coronal plosives~e.g.,|(T|(# changing toeItEeIt),
and shifts to unreducednt sequences~e.g.,#4}T̃{ to #4}'#{!.
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This shift also corresponded with a 38.5% decrease in s
ken disfluencies, which may have occurred in part beca
rearticulated utterances involve a reduced planning l
~Oviatt, 1995!. Essentially, users’ speech became more
liberate and better specified in its signal cues to phon
identity. These findings are consistent with the linguistic
erature on hyperclear speech between people, which ha
ported change in both vowel and consonant quality incl
ing, for example, more audibly released word-final sto
~Chen, 1980; Cutler and Butterfield, 1991; Moon, 199
Pichenyet al., 1986!. In future research, more detailed qua
titative modeling will be needed on the major durational a
articulatory changes observed during hyperarticulation
computers, as well as on their interrelation.

During global utterance repairs, an error correction s
dialogue was initiated that also led to prosodic changes.
peat utterances were 9% more likely to be closed with a fi
falling contour than were original utterances. Pitch minim
also decreased significantly during global utterance repa
although only by22% overall. Both this increased rate o
final falling tones on error correction subdialogues, and
small decline in pitch, apparently were used by speaker
cues to mark the close of a repair with their computer pa
ner. These findings are consistent with previous resea
demonstrating that a final falling contour and reduction
pitch are the strongest cues used during interpersonal sp
to produce finality judgements~Swertset al., 1994!.

While amplitude increases were present during glo
utterance repairs, they nonetheless were negligibl
averaging just10.5%. In a previous study, no amplitud
increases were found at all in speech during error resolu
~Oviatt et al., 1996, 1998!. The statistically reliable ampli-
tude effect in this study most likely was discernable beca
the data set was three fold larger, and the present experim
tal design afforded greater precision. In any event, the a
plitude change observed in speech to computers was
tremely small. This stands in contrast to the sizable increa
often found in hyperarticulated speech between humans—
example, in speech to the hearing impaired and in a no
environment. In summary, adaptation in both amplitude a
fundamental frequency were relatively attenuated during
ror resolution with a computer partner, compared with t
effects typically observed between humans during misco
munication.

The hyperarticulation profile described above was str
ingly similar following all three types of system recognitio
error. Irrespective of the fact that users view substitut
errors as interjectingwrong content, hyperarticulate chang
following both types of substitution error replicated the p
tern found for failure to understand errors. Likewise, un
lated substitution errors were unintuitive, comical, a
unique in their ability to evoke emotional reactions 22%
the time ~e.g., ‘‘Nancy Alston’’ recognized as ‘‘Dodge
City’’ !. Although one might assume that this emotion
arousal would be associated with a larger magnitude of
perarticulate change, including heightened pitch and am
tude changes, this was not the case. In spite of their ev
tive nature, the speech signal adapted nearly identically
unrelated substitution errors as the other two types. T
3093Oviatt et al.: Modeling hyperarticulation
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striking similarity in the hyperarticulation profile for differ
ent types of system error is illustrated in Fig. 7.

Compared with interpersonal speech during expecte
actual miscommunication, the overall pattern of hyperarti
lation to a computer is somewhat unique. This partly w
evident in users’ minimal amplitude and pitch chang
which was consistent with self-reports indicating that spe
ers generally did not believe that volume or pitch were k
factors in eliminating recognition errors. Instead, users
ported that controlling rate and articulatory clarity caus
computer errors to resolve—comments that correspon
with dominant changes observed in their speech at the si
level. In this sense, speakers’ beliefs about rate and artic
tory clarity appear to apply more broadly to resolving m
communications with both computers and varied human
teners. The present evidence supports the view that spea
view error-prone computers as a unique kind of ‘‘at risk
listener—one involving communication dynamics a
sources of fallibility distinct from other at risk groups suc
as children, the hearing impaired, or nonnative speakers

The hyperarticulate signal changes reported in this st
represent a strong and persistent predilection by spea
They may underestimate changes during interaction w
some challenging application domains that are known
have high word error rates, such as the DARPA Switchbo
corpus~Martin et al., 1997!. The Switchboard corpus con
tains speech from spontaneous telephone dialogues, an
best systems currently are generating word error rates two
three fold higher on this corpus than that in the present stu
For systems or application domains known to have such h
error rates, previous research indicates that speech is like
involve a substantial intensification of hyperarticulate effe
~Oviatt et al., 1998!.

B. Focal hyperarticulation to computers

Since the majority of speech recognition errors are s
stitutions, sometimes cases arise in which the user select
repairs one focal part of an utterance, as in ‘‘July twen
first nineteen ninety-seven.’’ There is a sense in which th
focal repairs may be viewed as a highly targeted, brief,
fine-tuned form of hyperarticulate adaptation in which du
tional, fundamental frequency, and amplitude cues func
together to demarcate and highlight the repair region. Res
from the present study clarify the nature and orchestratio
hyperarticulate change during error resolution involving
cal repairs.

Changes in pause structure still were dominant dur
focal hyperarticulate adaptation, as summarized in Ta
III—with a 1149% increase in pause duration, and
1113% increase in pause interjection next to the repair
gion. However, the magnitude of these changes was thre
fourfold larger than during global utterance repair. Chan
in pause interjection and elongation also were highly se
tive in their placement immediately before and after the fo
repair region. In fact, these pause changes were twelve
sixteen-fold greater next to the repair region than in ot
sentence positions. The function of this selective interject
and lengthening of pauses was most plausibly to demar
the repair region clearly. However, there was no evide
3094 J. Acoust. Soc. Am., Vol. 104, No. 5, November 1998
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that such pauses were placed in advance of the repair re
more often than after it, for example as a way to sign
upcoming repair. The focal speech region also was elong
by 18%, which was twofold more than speech elongation
surrounding nonfocal regions or speech elongation dur
global utterance repairs.

Although relatively smaller in magnitude of change, t
focal repair region also was selectively marked with
111% increase in pitch range, which derived from increa
in maximum pitch in sentence-initial and medial position
and decreases in minimum pitch in sentence-final posit
Variation in absolute pitch levels were revealed to be hig
sensitive to the location of a repair in the sentence. Howe
the net effect of this orchestration of maximum and mi
mum pitch changes was a uniform expansion of pitch ra
on focal repairs occurring anywhere in a sentence. As in
case of durational effects, pitch changes observed during
cal repairs were highly targeted at the repair region. On
erage, there was a138% greater expansion of pitch range o
the focal speech repair than on surrounding nonfocal spe
segments.

Expanded pitch range is known to mark linguistic se
ments as salient~Pierrehumbert, 1980!, or as content that the
listener should pay particular attention to in the moment-
moment delivery of spoken information. Pitch range also
known to play an important role in conveying the hierarc
cal segmentation of discourse, generally being expande
the beginning of new topics~Brown, 1983; Hirschberg and
Grosz, 1992; Lehiste, 1975!. In spontaneous conversation
pitch range expansion generally has been shown to mark
start of a new unit, whether a new topic, a new speaker tu
or a self-correction of disfluencies or content errors~Ayers,
1994; French and Local, 1986!. During focal error repairs
with a computer partner, both elevated pitch and expan
pitch range provided cues for identifying the precise bou
aries of the correction region within a longer continuous
terance, which could facilitate linguistic processing of
lexical content. As a tool for demarcating focal repair r
gions, pitch clearly functioned more actively than during g
bal utterance repairs.

The focal repair region also was selectively marked w
small increases in amplitude, averaging less than a 1% g
Although change in amplitude co-occurred with duration
effects, increases in duration far exceeded the relative g
for amplitude. This finding is consistent with Turk an
Sawusch’s~1996! demonstration that, while duration an
amplitude generally interact to yield judgements of prom
nence~Fry, 1955!, the primary factor that gives rise to pe
ceived prominence is increased duration. Their resea
demonstrates that the impact of durational and amplitude
creases on the perceived salience of a speech segment a
equivalent or symmetric. At some level, speakers may
aware of this greater impact of durational increase on
intelligibility of speech, which may account for their sim
larly strong reliance on durational cues when resolving s
tem recognition errors.
3094Oviatt et al.: Modeling hyperarticulation
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C. The CHAM model

These results corroborate and generalize the compu
elicited hyperarticulate adaptation model~CHAM!, which is
summarized schematically in Fig. 1 and elaborated quan
tively in the accompanying Table IV. The CHAM mode
predicts that specific features in users’ speech will adapt
ing human–computer error resolution, and that the type
magnitude of adaptation will depend on a system’s ove
error rate~Oviatt et al., 1998!. In the present study, the hy
perarticulate changes that were replicated across all thre
ror types would be considered Stage II adaptations, an
fact the predicted multiple effects involving durational, a
ticulatory, fundamental frequency, and amplitude changes
were evident~i.e., see Table IV values in bold font!. Al-
though no change in amplitude was reported in earlier fi
ings by Oviattet al. ~1998!, in the present study which wa
threefold larger and more carefully controlled, a significa
but very small amplitude effect did emerge. As clarified
Table IV, the magnitude of adaptations for specific linguis
features in the present study was extremely close to prev
reports. In addition to the above, the CHAM model predi
abrupt transitions in the signal profile from one moment
the next, which was observed continually in this study wh
brief episodes of hyperarticulation punctuated repetitions
juxtaposed original-repeat utterances.

Table IV summarizes the type and magnitude of ab
lute hyperarticulate changes during Stage I and II based
cumulative evidence from past research reported in Ov

TABLE IV. Summary of absolute change in linguistic features of Stag
and II hyperarticulation,a based on past and present research.b

Linguistic feature Stage I changec Stage II change

Duration:
Pause interjection 10.57 pauses 10.32 —10.38 pausesd

Pause elongation 197 ms 178 — 1102 ms
Speech elongation 1190 ms 1127 —1171 ms

Articulation:
Hyper-clear phonology N.S. 16 — 19%e

Disfluencies N.S. 20.25 —20.25f

Pitch:
Intonation—final fall N.S. 19 — 19%g

Pitch minmum N.S. 22.2 —22.7 Hz

Amplitude:
Amplitude maximum N.S. N.S./10.3 dB

aValues listed represent absolute change from original to repeat inpu
statistically significant changes~N.S.5not significant!.

bCumulative data included from past and present research are indicat
regular and bold font, respectively. Values based on the present res
are averages across all error types. Values based on past findings are
from Oviatt et al. ~1998!.

cStage I changes were associated with a 6.5% overall error rate per
ances input, and Stage II changes with a 20% rate~upper bounds of the
Stage II range based on spiral errors that repeated 1–6 times!.

dData represent change in average number of pauses per utterance in
word utterances.

eData represent change in percent of utterances with a phonological alt
tion involving a hyperarticulate shift.

fData represent change in rate of disfluencies per 100 words.
gData represent change in percent of utterances with a final falling intona
contour.
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et al. ~1998! ~i.e., shown in plain font! and from the presen
findings ~i.e., shown in bold font!. Results from the earlier
study by Oviattet al. ~1998! included data on Stage I and
hyperarticulation elicited by rejections errors. In contrast,
larger and more extensive present study included data
three common types of system recognition error, as wel
on focal and global utterance repairs, although these la
comparative data all assessed Stage II hyperarticulation.
Stage I hyperarticulation data listed in Table IV were p
cipitated by a low error rate~i.e., 6.5%!, whereas Stage II
data were associated with a high error rate~i.e., 20%!. The
hyperarticulation values from the present study that are lis
in Table IV tend to mark the lower bound on Stage II es
mates, with Stage II values based on previous research r
ing slightly but consistently higher because they involv
spiral errors that could recur between one and six tim
These spiral errors effectively would have compounded
error rate, which could account for the corresponding
greater changes in hyperarticulate features and would be
sistent with the CHAM model.

With respect to hyperarticulate change during focal
pairs, the acoustic dimensions that were examine
including duration, pitch, and amplitude—all adapted as p
dicted by the CHAM model. Furthermore, the relative deg
of change in these three dimensions~i.e., large changes in
duration, moderate ones in pitch, and minimal ones in a
plitude! are similar to those observed during global err
repairs. However, the absolute magnitude of durational
pitch range changes during focal repairs was larger than
found during global repairs. In addition, shifting to and fro
a hyperarticulate speech style was more abrupt and hig
targeted than that during global utterance repairs. While c
sistent with the CHAM model, these characteristics of hyp
articulation during focal repairs may prove more difficult
accommodate in the design of future systems, as will
discussed further in the next section.

In brief, the present results confirm and further gener
ize the two-stage CHAM model, which was motivated
linguistic theory~Lindblom, 1990! and the specifics of which
were derived from recent empirical research~Oviatt et al.,
1998!. From cumulative research conducted to date, it
clear that Stage I and II of the CHAM model accurate
predict the type and magnitude of hyperarticulate adaptat
for a variety of linguistic features during human–compu
error resolution, which vary according to a system’s over
error rate. As demonstrated in the present study, the CH
model’s basic predictions apply to qualitatively differe
types of recognition error, and to both global and focal
terance repairs.

D. Designing interactive systems to handle
hyperarticulation

The hyperarticulate speech documented in this rese
presents a potentially difficult source of variability that c
degrade the performance of current speech recognizers
complicate their ability to resolve errors gracefully. On
question raised by viewing the CHAM model in Fig. 1
whether an utterance spoken during baseline conditions
be recognized as identical to its counterpart during Stag
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conditions. Like Lombard speech, hyperarticulate speech
volves episodic and often abrupt signal variability that m
pose a more substantial challenge to current recogni
technology than chronic forms of variability, such as a
cented speech. The relatively static algorithmic approac
that currently dominate the field of speech recognition,
cluding techniques like hidden Markov modeling, appe
particularly ill suited to processing the dynamic stylistic va
ability typical of hyperarticulate speech. The present resea
therefore should provide a stimulus for developing fund
mentally more dynamic, adaptive, and user-centered
proaches to speech recognition.

There are several possible avenues for improving
performance of current spoken language systems on hy
articulate speech. One is to train recognizers on more na
samples of users’ interactive speech to systems, includ
error resolution with the type and baserate of errors expe
in the target system. However, this alternative may be a
ciated with trade-offs in accuracy, and it does not address
problematic issue of abrupt signal transitions in hyperarti
late speech.

Another approach is to design a recognizer speciali
for error handling, which could function as part of a coord
nated suite of multiple recognizers that are swapped in
out at appropriate points during system interaction. Such
alternative would be viable within a form-based interfa
with input slots, as was used in the present simulation, s
in such an arrangement it is reasonable to assume tha
entry into the same slot involves a correction. This appro
would require data collection and recognizer training on
corpus of hyperarticulate speech. One advantage of this
proach is that it is capable of handling abrupt shifts in h
perarticulation. However, not all applications may be am
nable to identifying the start and end of error correctio
which would be necessary to swap in the appropriate rec
nizer reliably.

Although hyperarticulate changes during focal error
pairs were similar to those during global repair, in som
respects they may be more difficult for systems to accom
date. For example, the durational and pitch range chan
during focal repairs were more pronounced in magnitu
and shifts to and from hyperarticulate speech were m
abrupt than during global repairs. One difficult proble
raised by these data on focal repairs is how to identify th
precise boundaries in a continuous utterance. This prob
complicates the prospect of designing systems with spe
ized recognizers, as suggested above. In particular, it ma
implausible in future systems to mark focal repair regio
clearly via simple interface design techniques, for exam
using a form-based interface to swap in a specialized rec
nizer at appropriate times. However, since strong acou
cues naturally demarcate focal repairs, in the future it may
possible to develop methods for identifying focal repair
gions automatically as an aid to advanced interface desi

The development of more adaptive systems likew
may improve current recognizer’s performance, and is
option that has been advocated for processing Lomb
speech~Applebaum and Hanson, 1990; Junqua, 1993!. Since
signal adaptations occur abruptly when users enter an e
3096 J. Acoust. Soc. Am., Vol. 104, No. 5, November 1998
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correction subdialogue, such a system shouldnot be de-
signed to adapt continuously to users’ speech throughou
interaction. Rather, system adaptation specifically sho
avoid adapting across sharp boundaries that divide orig
input from error correction speech—instead adapting wit
error-correction subdialogues to the specific form and m
nitude of a given user’s hyperarticulation. The goal of su
an approach would be to improve recognizer performance
a user’s hyperarticulation during future correction episod
To better assess the prospects and benefits of an ada
approach, future research should explore individual diff
ences in hyperarticulate speech, especially for durationa
fects ~for discussion, see Oviattet al., 1998!.

Perhaps the most promising long-term solution to i
proving current recognizers’ performance is to avoid hyp
articulate speech by designing a multimodal rather than u
modal interface. This option has been discussed in de
elsewhere~Oviatt and vanGent, 1996; Oviattet al., in press!,
so will only be summarized here. First, when people are f
to interact multimodally and can switch to an alternate inp
mode, the likelihood of both avoiding and rapidly resolvin
errors is facilitated. In part, this is because users have g
intuitions about when to deploy a given input mode such t
they avoid errors~Oviatt and Olsen, 1994!. In addition, users
naturally increase their alternation of input modes afte
recognition error occurs. Since input modes such as spe
and pen have different confusion matrices associated w
the same propositional content, this switching of input mod
in a multimodal interface can eliminate stubborn spiral err
effectively. In addition, multimodal system architectures th
unify the propositional content carried in parallel inp
modes can result in mutual disambiguation during sema
interpretation, which then reduces the overall system’s e
rate ~Johnstonet al., 1997; Oviatt, in press; Oviatt, in sub
mission!.

In the near future, it will become increasingly importa
to model speech in natural field environments and while
ers are mobile. Due to variable noise levels, movement,
laborating groups of users, interruptions, multi-taskin
stress, and other factors, acoustic-phonetic variability in
speech signal may be different and substantially magni
under such conditions. Rates of miscommunication also
likely to be elevated, in some cases beyond those curre
reported for spontaneous telephone dialogues. Unlike
laboratory, speech in these settings can be expected to
clude a combination of hyperarticulate, Lombard, and ot
difficult forms of abrupt signal variation. The present r
search on user-centered modeling of speech adaptations
ing error begins to provide an empirical foundation for t
design of these more challenging next-generation system
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1The distinction between related and unrelated substitution errors refe
whether the system’s substitution is related acoustically and semantica
the user’s original input.

2In current systems, the percentage of substitution errors that would be
sified as related versus unrelated varies considerably. As recognition
nology develops algorithms that more closely model human perceptua
linguistic capabilities, an increasingly greater percentage should bec
related acoustically and semantically to users’ input.
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