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ABSTRACT

Miscommunicationin speechrecognitionsystemsis unavoid-
able, but a detailedcharacterizatiomf usercorrectionswill en-
able speechsystemsto identify when a correctionis taking
placeand to more accuratelyrecognizethe contentof correc-
tion utterances. In this paperwe investigatethe adaptations
of userswhenthey encounterrecognitionerrorsin interactions
with a voice-in\oice-outspolen languagesystem. In analyz-
ing morethan 300 pairsof original andrepeatcorrectionutter
ances,matchedon spealer andlexical content,we found over-
all increasesn both utteranceand pausedurationfrom origi-
nal to correction. Herewe focus on thoseadaptations phono-
logical anddurational- thatare mostlikely to adwerselyimpact
the accuray of speechrecognizersandsene to explain the ob-
sened decreaseén recognitionaccurag on spolen corrections.
We identify sereral phonologicalshifts from corversationalto
clear speechstyle. In addition, we comparethe obsered du-
rationsof userutterancedrom the field trial to thosepredicted
by a speeclrecognizers underlyingmodel. We determinethat
while wordsin all positionsmay increasen durationin spolen
correctionsthosein final positionaresignificantlymorestrongly
affectedthanthosein non-final position. Furthermorewe find
thatdivergencefrom predicteddurationwasmoremarkedin cor-
rectionsof misrecognitiorerrorsthanfor thosein correctionsof
rejectionerrors. Thesesystematicchangesargue for a general
hierarchicalmodel of pronunciationand duration, that extends
beyondtheword or sentencéevel to incorporatehigherlevel fea-
turesfrom discourseor dialogue.

1. INTRODUCTION

Thefrequentrecognitionerrorswhich plaguespeectrecognition
systemgresent significantbarrierto widespreadcceptancef
this technology The difficulty of correctingsystemmisrecog-
nitions is directly correlatedwith userassessmentsf system
quality. The increasedorobability of recognitionerrorsimme-
diately afteran errorcompoundshis problem. Thus,it becomes
cruciallyimportantto characteriz¢he differencebetweerorigi-
nal utterancegandusercorrectionof systenrecognitionfailures
bothin orderto recognizewhena userattemptsa correction,in-
dicatinga prior recognitionerror, andto improve recognitionac-
curay on theseproblematicutterances Analysisof datadravn
from a field trial of a telephone-basedoice-in/\oice-outcon-
versationakystemdemonstratesignificantdifferencesetween
original inputs and correctionsin measure®f duration, pause,
pitch, and pronunciation.We turn to a comparisorof obsered
durationsand pronunciationsn both original inputsand repeat

correctionswith thosepredictedby a speectrecognizess under
lying model. The systematiaivergencessene both to explain
theincreasen recognitionerrorsonspolencorrectionsandargue
for ahierarchicamodelof durationthatincorporatesnformation
from dialoguestructure.

2. OVERVIEW

We begin by describingthe frameavork in which the utterances
usedfor theseexperimentswere collected. We then describe
the acousticfeaturesusedin the dataanalysisand motivate this
choiceby consideringsomerelatedwork. A reportof theresults
of the descriptve analysisfollows and demonstratethe signifi-
cantdifferencesamongoriginal inputsanddifferenttypesof cor-
rections.lt alsoelucidateshedivergencedetweerobsereduser
utterancedurationsin originalinputsandrepeatorrectionsela-
tive to thosepredictedby a typical speechrecognizerdurational
model. Finally, we concludewith a planto usetheseresultsto
improve recognitionaccurag on spolencorrectionsandeasere-
covery from human-computemiscommunication.

3. SYSTEM, SUBJECTS, & ERRORS

Theutterancesisedn thedesignandanalysisof thedecisiortree
classifiersveredravn from approximately60 hoursof userinter-

actionsin afield trial of the SunMicrosystemsSpeechActsys-
tem [11]. SpeechActprovidesavoice-onlyinterfacetocommon
desktopapplicationssuchas e-mail, calendar weatherreports,
stock quotes,andtime and curreng corversions. The system
allows conversationalinteractionswith speechrecognitionpro-

videdby BBN’'s HARK recognizeandspeectsynthesighrough
Centigrams TruVoice system.A sampleinteractionappearde-
low.

SpeechActsYou have 14 new messageand47 old messages.
Thefirst new messagés from Eric Baatz
regarding’reportcompleted.

User: Let mehearit.

SpeechActs’The first draftis readyfor your commentsEric”

User: Replyandincludecurrentmessage.

SpeechActsPreparingnessagéo Eric Baatz.Begin recording
afterthetone.Whenfinished pauseseveral seconds.

User: Eric, I'll getthoseto youthis afternoon.

SpeechActsSaycancel,send,or review.

User: Send.

SpeechActsMessageent.Whatnow?

User: Next message.

SpeechActsNew messagéwo from StuartAdams,



subject’Canwe meetat 3:00today?”

User: Switchto calendar. !

Thefield trial involved a groupof nineteersubjects.Four of the
participantsveremember®f thesystendevelopmenstaf, four-
teenwerevolunteergdravn from SunMicrosystems'staf, anda
final classof subjectsconsistedbf one-timeguestusers. There
werethreefemaleandsixteenmalesubjects.

All interactionswith the systemwere recordedand digitized in
standardtelephoneaudio quality format at 8kHz samplingin
8-bit mu-lav encodingduring the conversation. In addition,
speechrecognitionresults, parserresults, and synthesizede-
sponsesverelogged. A paid assistanthen produceda correct
verbatimtranscriptof all userutterancesnd, by comparingthe
transcriptionto the recognitionresults, labeledeachutterance
with oneof four accurag codesasdescribedelow.

OK: recognitioncorrect;actioncorrect

Error Minor: recognitionnot exact;actioncorrect
Error: recognitionincorrect;actionincorrect
Rejection:norecognitionresult;no action

Overalltherewere7752userutterancesecordedpf which 1961
resultedin a label of either’Error’ or 'Rejection’, giving an er-
ror rateof 25%. 1250utterancesalmosttwo-thirdsof theerrors,
producedoutrightrejections,while 706 errorswere substitution
misrecognitions.The remainderof the errorswere dueto sys-
tem crasheor parsererrors. The probability of experiencinga
recognitionfailure after a correctrecognitionwas 16%, but im-
mediatelyafter anincorrectrecognitionit was44%, 2.75times
greater This increasein error likelihood suggestsa changein
speakingstyle which divergesfrom the recognizes model. The
remainderof this paperwill identify commonacousticchanges
which characterizehis error correctionspeakingstyle. This de-
scription leadsto the developmentof a decisiontree classifier
which canlabelutterancesscorrectionor original input.

4. RELATED WORK

Sincefull voice-inf\oice-outspolenlanguagesystemdave only
recentlybeendeveloped little work hasbeendoneon error cor-
rectiondialogsin this contet. Two areasf relatedresearctihat
have beeninvestigatedare the identificationof self-repairsand
disfluencieswherethe spealkr self-interruptsto changean ut-
terancein progressandsomepreliminaryefforts in the studyof
correctiondn speeclinput.

In analyzingandidentifying self-repairs,[1] and [4] foundthat
the most effective methodsrelied on identifying sharedtextual
regionsbetweerthe reparandunandthe repair However, these
techniquesarelimited to thoseinstancesvherea reliablerecog-
nition stringis available;in generalthatis notthe casefor most
speechrecognitionsystemscurrently available. Alternative ap-
proacheglescribedn [6] and [9], have emphasizedcoustic-
prosodiccues,including duration, pitch, and amplitudeas dis-
criminatingfeatures.

Thefew studieghathave focussedn spolencorrectionof com-
putermisrecognitions[8] and [10], alsofoundsignificanteffects

of duration,andin Oviatt et al., pauseinsertionand lengthen-
ing playeda role. However, in only one of thesestudieswas
input “conversational”,the otherwasa form-filling application,
andneitherinvolvedspolensystenresponsesglyinginsteadon

visual displaysfor feedbackwith potentialimpacton speaking
style. In previouswork [5], we demonstratedhat the signifi-

cantdifferencesetweenoriginal inputs and spolen corrections
in a corversationalspolen languagesystem,in duration,pitch,

andpausdeaturescould,in turn, beusedto train a decisiontree
classifierto distinguishbetweenoriginal inputsandspolen cor-

rectionsof bothmisrecognitiorandrejectionerrors.

In the areaof durationalmodelling, [2] presentea hierarchical
durationalmodelthat capturedifferenceselatedto positionin

stressear unstressedyllable,word, andphrase This morefine-
grainedmodelimprovespredictionof phonemedurations.

Thecurrentpaperextendswork in theseaready examininghow,
given an identification of utteranceas a correction,one could
adapthespeectrecognizemodelto compensatéor the system-
atic differencedetweeroriginal inputsandrepeatorrections.

5. ERROR DATA, FEATURES, AND
EXAMPLES

For theseexperimentswe selectedpairs of utterancesthefirst
(original) utterancaes thefirst attemptby theuserto enteraninput
oraquery;thesecondrepeatfollowsasystenrecognitiorerror,
eithermisrecognitioror rejection,andtriesto correctthe mistale
in thesamewordsastheoriginal. For example,

SYSTEMSAID: Pleasesaymail, calendarweatherstockquotes
or startover to begin again.

USERSAID:MAIL

SYSTEMHEARD: MAIL

CODE: OK

SYSTEMSAID:  Switchingto mail. Yourfirst messagés ..

USERSAID:Readmessagéour eightnine

SYSTEMHEARD: “nothing”

CODE: Rejection

SYSTEMSAID: Sorry?

USERSAID:Readmessagéour eightnine

SYSTEMHEARD: “nothing”

CODE: Rejection

SYSTEMSAID:

USERSAID:Goto messagéour eightnine

SYSTEMHEARD: Goto messagéour pleaseumm

CODE: ERROR

SYSTEMSAID: | heardgotonen messagd.

In total, therewere302 of theseoriginal-repeapairs: 214 result-
ing from rejectionsand88 from misrecognitions.

Following [8], [9], and [7], we codeda setof acoustic-prosodic
featuresto describethe utterances Thesefeaturesfall into four
main groups: durational,pause pitch, and amplitude. For this
discussiorwe focuson durationalmeasures.

Still noluck. Speakclearly but don't over emphasize



5.1. Duration

The valuesfor durationare obtainedthrougha two-stepproce-
dure. First we performanautomaticforcedalignmentof the ut-
teranceto the verbatimtranscriptiontext usingthe OGI CSLU
CSLUshToolkit [3]. Thenthealignments inspectedind,if nec-
essaryadjustedby handto correctfor ary errors,suchasthose
causedy extraneousackgroundoiseor non-speecisounds.

6. MOTIVATION

We obsered in theinitial discussionof the collecteddatathat
therewasa large disparitybetweerthe probability of arecogni-
tion erroroccurringafteracorrectrecognitionandthe probability
of anerrorfollowing a failed recognition,This contrasteadsto
the phenomenomwf error“spirals”, in which multiple successie
recognitionerrorsarise. Theseerror spiralsareparticularlyfrus-
trating for users;userevaluationsof spolen languagesystems
have beenshavn to becloselytied to theeaseor difficulty of cor
rectingrecognitionerrors. In a studyof correctionstratgiesin
which extendederror spiralswere simulated [8], the designers
of the studyfound it necessaryo scalebackthe maximumspi-
ral depth(numberof successie failures)to six, from anoriginal
depthof ten, wheneven pilot subjectshecameso frustratedthat
they refusedo completethetasks.

USER:Give methepricefor AT&T.
SYSTEM: Hewlett-Packards at 83 3/8,
up 2 3/8sinceyesterday
USER: Give methepricefor AT&T.
SYSTEM:DataGenerais at631/4,up 1/3.
USER: Give methepricefor AT&T.
SYSTEM: Hewlett-Packardis at833/8,up 2 3/8.
USER: Give methepricefor
AmericanTelephoneandTelegraph.
SYSTEM:Excuseme?

In the SpeechActéield trial, errorspiralsprovedto beacommon
problemfor users. One subjectencountered sequencef 15
consecutie recognitionfailures,to eachof which heresponded
with anotherattemptat the sameutteranceshaving remarkable
persistenceln factmoreerrorsoccurredwithin the spiralsthan
in first repeatcorrectionposition. Clearly the adaptationghat
usersemploy to correctrecognitionerrorsin mary caseseento
yield theoppositeresult.

As we obseredin [5], theseadaptationganbe usedto identify
the correctie force of theseutteranceswhich could not be rec-
ognizedsolelyby lexical markingor repetitionof lexical content.
Clearly thesechangegrovide usefulandnecessarynformation
to properlyinterprettheusersintentin utteringthesentenceWe
amguethatit is, in factundesirableo train usersto avoid these
adaptationsit is alsodifficult to do so. Usersare often opaque
to systemdirections;a classicexampleis the oft-reporteddiffi-
culty of eliciting a simple“yes” or “no” responsdrom a user
evenwhentheuseris explicitly promptedo do so. However, just
aswe notethe utility of thesecuesfor interpretingthe corrective
forceof theutterancewe mustrecognizethe severenegative im-
pactthatthey have on speechrecognizemperformance.We will
demonstratéhat thesesystematicadaptationshave specificim-

plicationsfor the designof speechrecognizerghatwill be more
rohustto the typesof changesharacteristiof correctionutter
ances.

7. DURATION-RELATED CHANGES

In previouswork on spolencorrectiong [8], [5]), we notedthree
classef systematichangedetweenoriginal input andrepeat
correctionutterancesTherewere(1) significantincreasesn du-
ration, (2) increasesn pausemeasuresand (3) significantde-
creasedn utterance-wide@ormalizedpitch minimum. Most con-
temporaryspeechiecognizerstripoutandnormalizefor changes
in pitch andamplitude;thuspitch andamplitudeeffectsareless
likely to have a directimpacton recognizeperformancethough
pitchfeaturesioprove usefulin identifyingcorrectiorutterances.
Thus,in this discussionye will focuson effectsof durationand
pausechangeghat canimpactrecognitionaccurag by causing
the actualpronunciatiorof correctionutteranceso diverge from
the speakingnodelsunderlyingtherecognizer

7.1. Phonetic and Phonological Changes

Oneof thebasiccomponent®f a speectrecognizeiis alexicon,

mappingfrom an underlyingword or letter sequencéo one or

more possiblepronunciations.In conjunctionwith a grammayr

this lexicon constraingossibleword sequenceto thosethatthe

recognizercanidentify aslegal utterances.Thereis a constant
tensionin speechrecognizerdesignbetweencreatingthe most
tightly constrainedanguagemodelto improve recognitionac-

curay of thoseutterancesoveredby the modelandcreatinga

broadercoveragelanguagemodelto allow a wider rangeof ut-

teranceso beacceptedutincreasingheperpleity of themodel

andthe possibilityof misrecognitions.

In additionto examiningthe suprasgmentafeaturesyve alsoex-
aminedphonologicatontrastdetweeroriginalinputsandrepeat
correctionsWefoundthatmorethanathird of theoriginal-repeat
pairsexhibitedsomeform of phonologicatontrastfo variousex-
tents.

In mostof thesephonologicalchangeswe found contrastsbe-
tweenthe classicdictionary or citation form of pronunciation
of the utterance,usually in the repeatcorrection, and a re-
duced, casual,or conversationalarticulationmost often in the
original input. Thesechangesan be viewed as shifts along a
corversational-to-cleaspeechcontinuum [8]. Someexamples
illustrate thesecontrasts. Considey for instance the utterance
“Switch to calendaf Thepreposition'to’ is acommonfunction
word, andthis classof wordsis usuallyunstressedr destressed
andsurfaceswith a reducedvowel as‘tschwa’, eventhoughthe
citationformis ‘too’. Similarreductionsarefoundwith avariety
of functionwords,e.qg. ‘the’ which usuallyappearsas‘th schwa’
or‘a’ as'schwa’. Throughouthedatasetof original-repeapairs
we find morethan 20 instanceof a shift from reducedvowels,
surfacing as ‘schwa’s in the original input utterancesto unre-
ducedandoccasionallystressed/owels in the repeatcorrection
utterances. Someinstancesnvolve extremelengtheningoften
accompanietdy oscillationin pitchsimilarto acalling pitch con-
tour [6]. A typical examplewould be the word 'goodbye’ that
surfacesas 'goodba-aye’. Approximately 24 instancesof this
typeof lengtheningpccurredn thedata.



Thesereduced-unreducecbntrastsare not limited to vowel in-
stancesa similar phenomenomakesplacewith releasedcindas-
piratedconsonants.For instance,t’ in the word ‘twenty’ can
fall arywherealonga continuumfrom essentiallyelided (unre-
leased)tweny’ to flappedtwendy’ to thereleasedndaspirated
of citation form ‘twenty’. Thesecontrastsare also frequentin
SpeechActslata,asin ‘nex’ in anoriginalinputbecomingnext’
in arepeatcorrection,or the frequentelision of the‘d’ in good-
bye, mostoftenin original inputs.

7.2. Durational Modeling

Theconversational-to-cleaspeecltontrastsliscusse@bore are
all phonetic and phonological changeswhich derive from a
slower, more deliberatespeakingstyle. In this sectionwe will
discusshow increasesn durationandpause( [8], [5]) play out
in termsof differencedbetweerobseredutterancelurationsand
speectrecognizemodel meandurations. We will demonstrate
large,systematidifferencebetweerobseredandpredicteddu-
rations. This disparityis a causefor concernin speechrecog-
nition. In scoringa recognitionhypothesistwo measureplay
significantroles: the scoreof theframefeaturevectorasa match
to the model featurevector of the speechsggment,and a tim-
ing scorepenaltyassessedn phonemeshataretoo long or too
shortin the Viterbi decodingstage.In otherwords, recognition
hypothesesvill be penalizedhasedon the amountthe obsered
durationexceedshe expectedduration. We will shav thatsuch
amismatcharisesfor amajority of thewordsin correctionutter
ancesandgreateithantwo-thirdsof thewordsin final positionin
correctionutteranceswherecorrectionand phrase-finalength-
eningeffectscombine.

We obtainedmeandurationsand standarddeviations for a va-

riety of phonemes|[2]. For eachword in the SpeechActslata
setwe computeda meanmeasuref predicteddurationby sum-
ming the correspondingneandurationsfor eachphonemen the

word. Thesemeandurationmeasuresverethencomparedo the

obseredword durationsin eachof the original input andrepeat
correctionutterancesn the dataset. 2

andrepeatutterancess shifts from modeldurationin termsof
numberof standardieviationsfrom themean.

7.3. Overall Mode Mismatches

The first figure above (Figure 1) presentshistogramsfor all
wordsandfor all correctiontypes,with the originalsasa thick
line andthe correctionsasathin line. . Eachpointonthe x-axis
is one-halfstandardleviation. Note,therearevery few instances
of wordslessthanthe meanandalsononelessthana standard
deviation belav themean.Thereis alarge peakfor thedurations
justslightly abore themean correspondingp valuesbetweerthe
meanandone-fourthstandardleviation abose themean.There-
mainderof the words, approximatelyone-halffor all correction
types,exceedthemeanby atleasta standardleviation. Themean
valuefor wordsin original inputsis 1.0987standarddeviations
above the modelmean;the medianis at 0.8678.In contrastfor
correctionutterancesthe obsered meanrisesto 1.353standard

2Thedurationsof asmallnumberof wordswith initial urvoicedstops
may have beenaffectedby the conserative approactto markinginitial
closure usedfor pausescoring.
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Figure 1. OverlappingHistograms:All CorrectionTypes:Orig-
inal (thick line) and Correction(thin line): Histogramof Word
DurationShiftsfrom the Mean,in Standardeviations.

deviationsabove themean;with themediarnvalueat1.0750.This
shift representa significantincreasean durations. (t =3.6, df =
1398,p < 0.0005).

Theabove figuresraisethefollowing questionwhatis thesource
of this differencefrom the modeldurations?lt is clearly exacer
batedfor the repeatcorrectionsput it is alsovery muchpresent
for wordsin original inputsaswell. Is it simply thatthe TIMIT
durationsareaterrible matchfor conversational SpeechActsit-
terances®ris thereamoregenerakxplanationfor theproblem?

7.4. Contrastsby Sentence Position

To answerthesequestionswe further divide the word duration
datainto two new groups: words in last positionin an utter

anceand all otherwords. Phonologyamuesthat phrase-and
utterance{inal regionsundego a procesgeferredto asphrase-
final lengtheningwhich increaseslurationsin wordspreceding
phraseboundaries.In fact, oneof the goalsof [2] wasto iden-

tify meta-featuressuchasphrasefinality, thatmight changethe

expecteddurationof phonemes.

Firstwe look at histogramsontrastingshifts from the meandu-
rationfor originalinputsandrepeatorrectiongor wordsin non-
final position. Graphsfor wordsfrom all correctiontypes(Figure
2) andcorrectionsof misrecognition®nly (Figure 3) areshavn
belan. Thesefigurescontraststronglywith the distributionsfor
allwords. Insteadthedistributionhasa singlelargepeakandtwo
fairly narraw tails. In fact, thesedurationsappearo bein closer
agreementvith the model, asidefrom having a slightly higher
averagedurationwith mostdurationsfalling betweenthe mean
andone-quarteof a standardleviation above themean.The ob-
sened meandor original inputsin non-finalpositionare0.7894
and0.5520,andmediansat 0.6404and0.4348 for all correction
typesandcorrection®f misrecognition®nly, respectiely, closer
to theexpecteddurationmodel. Secondlywe shouldnotethedif-
ferencebetweerthedistribution for wordsin originalinputsand
for wordsin repeatorrectionsfor non-finalpositions.Theposi-
tionsof thehighestandseconchighestpeakseverse placingthe
largestpeakfor correctionutterancest approximatelyone-half
standarddeviation above the mean. Quantitatvely the contrast
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Figure 2: OverlappingHistograms:All CorrectionTypes:Non-
FinalWordsOriginal (thick line) vs Correctiongthin line) Dura-
tion Distribution
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Figure 3: OverlappingHistograms:Correctionsof Misrecogn-
tions: Non-FinalWordsOriginal (thick line) vs Correctiongthin
line) DurationDistribution

betweenoriginal and repeatinputsis even more apparent.The
meangisefrom 0.7894to 1.0556for correctionof all types,and
from 0.5520to 0.7565for correctionsof misrecognitionerrors.
Theseincreaseseachsignificancdor correctionof all types(T-
test:two-tailed,t=3.3,df = 792,p < 0.005),andapproactsignif-
icancefor correctionf misrecognitiorerrors(T-test two-tailed:
t=1.65,df = 204,p = 0.0518).

Now we examineonly thosewordsin utterance-finaposition,
againdisplayingoverlappinghistogramsfor the distribution of
durationdor originalinputsandrepeatorrectionsAgainwe ob-
sene strongcontrastswith the precedingfigures. As suggested
by phonologicatheoryand [2]'s analysis thereis a significant
increasan durationof wordsin final positionrelative to a gen-
eralmeanduration.Insteadof a large peaklessthanone-quarter
of astandardieviation abore themean thelargestpeakfor orig-
inal inputshasshiftedto betweerone-halfandthree-quartersf a
standarddeviation abore the mean,dependingpn the errortype.
Not only is there a shift for the original inputs, but the words
dravn from therepeatcorrectionsshift evenfurther

Shifting to a more quantitatve analysis,we find thatthe mean
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Figure 4: OverlappingHistograms:All CorrectionTypes: Fi-
nal Words Only Original (thick line) vs. Correction(thin line)
DurationDistribution

valuefor wordsin final positionin original utterancess double
thevaluefor wordsin non-finalpositions.A similar relationship
holdsfor repeatcorrectionswith correctionsof misrecognition
errorsexperiencinga greatetincrease.

CorrectionType Repeat? Non-final Final
All Types Original 0.7894 1.5039
All Types Repeat 1.0556 1.7446
Misrecognitions Original 0.5520 1.1358
Misrecognitions Repeat 0.7565 1.514

All of thesecontrastsbetweenwordsin final and non-final po-

sitions are highly significant. (T-test: two-tailed, p < 0.001)
Thesetwo groupsshouldthus be viewed as coming from dif-

ferentdistributions. Thelargestportionof thedurationalcontrast
betweeroriginalinputsandrepeatorrectionsarisesrom further
increasesn durationto the alreadylengthenedvordsin phrase-
final position.

Thefirst graphbelav (Figure 4) illustratesthe distributionsfor

utterance-finalvord durationsfor correctionsof all error types.
Thesecondyraph(Figure 5) illustratestheanalogouslistribution

for correctionsof misrecognitionserrorsalone. We obsere not

only an overall rightward shift in the distributionsfor all repeat
correctionsn contrasto originalinputs,but alsoa differencebe-
tweenthe two groupsof corrections.While the highestpeakfor

correctionsof all typesdecreasem amplitudewith more66% of

wordsexceedingthe meanby morethanonestandardieviation,

the changefor correctionsof misrecognitiorerrorsis even more
dramatic. The positionof the highestpeakactuallyincreasedy

one-quarteof astandardaieviation moving thedistributioncloser
to a normaldistribution (kurtosis= 3.0883,skewness= 0.4759,
the lowestsuchmeasuregor all distributions), centerechow at
onestandardieviation above the expectedmean. Both of these
increase$rom original to repeatcorrectionareshavn to be sig-

nificant. (T-test: two-tailed,t = 2.07, df = 604, p < 0.02 for

correctionsof all typesandt = 2.73,df = 174, p < 0.005for

correctionf misrecognition®nly).
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Figure 5. OverlappingHistograms:Correctionsof Misrecogni-
tions: Final WordsOnly Original (thick line) vs. Correction(thin
line) DurationDistribution

8. SUMMARY

This more detailedanalysisof distribution of word durationsin
original inputs and repeatcorrectionsallows us to constructa
moreunifiedpictureof durationalchange Basicdurationmodels
hold fairly well for pre-finalwordsin original inputs,and shav
anincreaseto betweenone-fourthand one-halfstandarddevia-
tion above the meanin repeatcorrections.n contrastutterance-
final words are very poorly describedby thesemodels. In all
utterancedghe final words are subjectto the effects of phrase-
final lengtheningcausinghemto deviatefrom themodelswhich
sufiice for otherpositionswithin the utterance.In addition,the
effects of correctve adaptationsjn turn, interactwith and are
amplifiedby the effectsof phrasefinal lengthening.Thesecom-
bined effects causewords in utterance<inal position of repeat
correctionsto deviate mostdramaticallyfrom modelsof dura-
tion thatdo nottake theseeffectsinto account.We seethatthese
changesirremostevidentin correctionsof misrecognitiorerrors
wherea contrastwith basicspeakingstyleis mostneededo in-
form thelistenerof correctve intent,in theabsencef cuesavail-
ablefor correctionf rejectionerrorswherethe systemitself is
aware of the recognitionfailure. Finally, the dramaticchanges
to utterance-finaturationunderthe dual effects of phrase-final
lengtheningandcorrective adaptatiorindicatethe needfor a du-
rational model for speechrecognitionthat can take this meta-
information,suchaspositionin utteranceanddiscoursdunction,
into accountand further provide a startingpoint for the imple-
mentationof suchamodel.

9. CONCLUSION

The changesn durationthatwe obsered in this acousticanal-
ysis reflect not only a contrastbetweenoriginal inputs and re-
peatcorrectionsbut a shift away from the modelsunderlyinga
speechrecognizer Phonologicakhangesrom reducedto cita-
tion form, following a corversationalto-clearspeeckcontinuum,
move counterto thepainstakinglynodeledco-articulatioreffects
of conversationabpeechThe presencef correctie speechacts
signalstheneedfor adifferentmodelof phonemelurationto pre-
venterrorspirals. Prosodicfeaturescanalsobe usedto identify
suchdialoguestates.This analysisof durationalandphonologi-

cal changen spolen correctiongdemonstratetheimportanceof
understandin@ndmodelingtheinteractionof dialoguestructure
andprosody
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