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Analysis for Prediction

This chapter concerns the analysis of data from a study designed to derive a predictive model. This goal is distinct from that of an experiment, which estimates the effect of an intervention, and from an observational study designed to estimate the association between a condition and an outcome.
Experiment: designed to assess the effect of an intervention (the condition that is randomly assigned) on an outcome. 

Observational association study: designed to assess the association between an exposure (or treatment) and an outcome.
Predictive study: designed to derive a model for predicting an outcome using a set of predictor variables.
A Contrast Between Predictive Studies and Experiments or Studies of Associations
  In experiments and studies of associations, the key quantity of

  interest is the relationship between the treatment variable of interest

  and the outcome. In a predictive study the key quantity of interest is

  the prediction error. 
Note: often studies of associations are loosely described to have as their aim the “prediction” of an outcome using a set of explanatory variable, when the real aim is to study the magnitudes of the associations between these variables and the outcome. In this chapter, the term predictive study is meant in the strict sense that the practical aim is to use the model developed to predict future outcomes.
The Eight Data Analysis Issues Revisited:

Predictive Studies
I. Primary and secondary outcome variables: the choice of primary outcome variable is usually clearly identified in a predictive study
II. Choice of test statistic: tests of hypotheses of statistical significance of predictors are of less interest, 
III. Modeling assumptions: assumptions generally less critical because the goal is to achieve good prediction
IV. Multiplicity: not relevant
V. Power: still important but usually not addressed formally
VI. Missing data: critical for interpretation of results for all types of studies
VII. Imbalance between treatment groups:  not so relevant
VIII. Adherence/Implementation: like studies of associations, varying exposure to treatments, exposure, etc, is the point of the study.

Case Study: Prediction of Body Fat Composition

Estimation of body fat percentage is one way to assess a person’s level of fitness. Assuming the body consists of just two components, lean body tissue and fat tissue, then 1/D = A/a + B/b, where D = Body Density (g/cm3), A = proportion of lean body tissue by weight, B = proportion of fat tissue by weight (A+B=1), a = density of lean body tissue (g/cm3), b = density of fat tissue (g/cm3). Using the estimates  a=1.10 g/cm3 and b=0.90 g/cm3 and solving for B gives Siri's equation:

Percentage of Body Fat = 100B = 495/D - 450.

 

The technique of underwater weighing uses Archimedes’ principle to determine body volume: the loss of weight of a body submersed in water (i.e., the difference between the body’s weight measured in air and its weight measured in water) is equal to the weight of the water the body displaces, from which one gets the volume of the displaced water and hence the volume of the body. At 39.2 deg F, one gram of water occupies exactly one cm3, but at higher temperatures it occupies slightly less volume (e.g., 0.997 cm3 at 76-78 deg F). Therefore, the density of the body can be calculated as 

 

Density = Wt in air/[(Wt in air – Wt in water)/c – Residual Lung Volume],

 

where the weight in air and weight in water are both measured in kg, c is the correction factor for the water temperature (=1 at 39.2 deg F), and the residual lung volume is measured in liters.

Of course, weighing yourself in water is no easy task so it is desirable to have an easy inexpensive method of estimating body fat ... 
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A Predictive Study of Body Fat Percentage

A study was done to derive a prediction equation for body fat % in men (n=252, age 22-81 years) from simple body measurements. Body density was determined by the methods described above and body fat % determined from Siri’s equation. The data set includes the following variables (see Benhke and Wilmore, 1974, pp. 45-48, for measurement techniques):

 density: Density using underwater weighing (g/cm3)

 bodyfat: Body fat percentage from Siri's (1956) equation

 age: Age in years

 weight: Weight in air in lbs (.4536 kg/lb)

 height: Height in inches (2.54 cm/inch)

 neck: Neck circumference (cm)

 chest: Chest circumference (cm)

 abdom: Abdomen 2 circumference (cm)

 hip: Hip circumference (cm) 

 thigh: Thigh circumference (cm)

 knee: Knee circumference (cm)

 ankle: Ankle circumference (cm)

 bicep: Biceps (extended) circumference (cm)

 arm: Forearm circumference (cm)

 wrist: Wrist circumference (cm)

 

The goals are:
1) to determine an equation for estimation of body fat percentage from age, weight, height, and the circumference measurements, and
2) to assess the magnitude of the prediction error of the equation. 

The published abstract reporting the results of this study is on the following page.
Generalized body composition prediction equation for men using simple measurement techniques

KW Penrose, AG Nelson, AG Fisher

MEDICINE AND SCIENCE IN SPORTS AND EXERCISE 17 (2): 189-189 1985

143 men ranging in age from 22 to 81 years and percent body fat of 3.7 to 40.1 were selected to establish a generalized body composition prediction equation using simple measurement techniques. Subject selection was based on a central composite rotatable design. The measurements consisted of height (HT), weight (WT), age and 10 circumferences. The above measurements were analyzed using stepwise multiple regression techniques and the following equation was derived: LBW=17.298+.89946(Wt in kg)-.2783(age) + .002617(age)^2+17.819(ht in m)-.6798(Ab-Wr in cm) (R=.924, SEE=3.27). where LBW=lean body WT, Ab=abdominal circumference at the umbilicus and level with the iliac crest, Wr=wrist circumference distal to the styloid processes. A second group of 109 men (23-74 years, 0-47.5% fat) was used to test the validity of this equation and similar equations derived by Hodgon and Beckett (HB), Wright and Wilmore (WW), Wilmore and Behnke (WB), and McArdle et al (MC). A paired t-test on the mean difference (D) between actual and predicted percent fat showed that the present equation had a mean difference of 0.6% plus/minus 0.45 which was not statistically different from zero (p<.05). The mean difference between actual and predicted percent fat for the other equations were all greater than zero (DHB=2.7% +/- .44, DWW =2.5% +/- .48, DWB=1.7% +/ .42, DMC=6.0% +/- .46). The percent fat predicted by the present equation was also significantly different from that predicted by the other equations (p<.05). These results show that the present equation is a more valid predictor of LBW over a wide range of body composition and age than the other equations tested. The power of this equation can probably be attributed to the central composite rotatable design sampling technique used to gather the data.

General Approach

Divide the sample into a training sample (for model building) and a test sample (for assessment of error). Initially we will use an even split (n=126 each) without knowing any different (more on this later).

Descriptives
Outliers:

1. Fat percentages that do not satisfy the equation B = 495/D – 450 (ID # 48, 76, 96, 182). We don’t know which is in error (fat % or density) so ignore but watch out for high influence if in training sample or weird prediction if in test sample.

2. Height = 29.5 inches (ID # 42): this point is likely to be very influential in training sample or give weird prediction if in test sample.

3. Weight = 363 pounds (ID # 39): see comment on height=29.5 inches.

4. Ankle circumference = 33.7 cm (ID # 86): see comment on height=29.5 inches.

Scatterplots and Correlations:

1. Look at training sample only! (so as not to bias your model selection)

2. Relationships appear to be fairly linear.

3. Many correlations with fat percentage are quite high: eg, with weight (0.6), chest circumference (0.7), abdominal circumference (0.8), and hip circumference (0.6). Do these make sense? Did you expect weight to be positively or negatively correlated with body fat?

4. Many high correlations between predictors (highlighted below). Watch out for collinearity problems.
	
	Dens
	Fat
	Age
	Wt
	Ht
	Neck
	Chst
	Abd
	Hip
	Thigh
	Knee
	Ankle
	Bicep
	Arm
	Wrist

	Dens
	1
	-1
	-.3
	-.7
	.1
	-.5
	-.7
	-.8
	-.6
	-.6
	-.6
	-.3
	-.6
	-.4
	-.4

	Fat
	-1
	1
	.3
	.7
	-.1
	.5
	.7
	.8
	.6
	.6
	.5
	.3
	.6
	.4
	.4

	Age
	-.3
	.3
	1
	0
	-.1
	.1
	.2
	.2
	-.1
	-.2
	0
	-.1
	0
	-.1
	.2

	Wt
	-.7
	.7
	0
	1
	.2
	.8
	.9
	.9
	.9
	.9
	.9
	.6
	.8
	.5
	.7

	Ht
	.1
	-.1
	-.1
	.2
	1
	.2
	.1
	.1
	.1
	.1
	.2
	.2
	.2
	.2
	.3

	Neck
	-.5
	.5
	.1
	.8
	.2
	1
	.8
	.8
	.8
	.7
	.7
	.5
	.7
	.5
	.7

	Chest
	-.7
	.7
	.2
	.9
	.1
	.8
	1
	.9
	.8
	.7
	.7
	.5
	.7
	.5
	.6

	Abd
	-.8
	.8
	.2
	.9
	.1
	.8
	.9
	1
	.9
	.8
	.8
	.5
	.7
	.5
	.6

	Hip
	-.6
	.6
	-.1
	.9
	.1
	.8
	.8
	.9
	1
	.9
	.8
	.6
	.8
	.5
	.6

	Thigh
	-.6
	.6
	-.2
	.9
	.1
	.7
	.7
	.8
	.9
	1
	.8
	.6
	.8
	.5
	.6

	Knee
	-.6
	.5
	0
	.9
	.2
	.7
	.7
	.8
	.8
	.8
	1
	.6
	.7
	.5
	.6

	Ankle
	-.3
	.3
	-.1
	.6
	.2
	.5
	.5
	.5
	.6
	.6
	.6
	1
	.5
	.4
	.6

	Bicep
	-.6
	.6
	0
	.8
	.2
	.7
	.7
	.7
	.8
	.8
	.7
	.5
	1
	.5
	.6

	Arm
	-.4
	.4
	-.1
	.5
	.2
	.5
	.5
	.5
	.5
	.5
	.5
	.4
	.5
	1
	.5

	Wrist
	-.4
	.4
	.2
	.7
	.3
	.7
	.6
	.6
	.6
	.6
	.6
	.6
	.6
	.5
	1


Model I: Main Effects of All Predictors (Training Sample)
             Value        SE       t  Pr(>|t|) 

Intercept  19.3543   30.8988  0.6264   0.5323

      AGE   0.0572    0.0479  1.1951   0.2346

   WEIGHT   0.0131    0.0868  0.1505   0.8806

   HEIGHT  -0.1341    0.2462 -0.5450   0.5869

     NECK  -0.8849    0.3697 -2.3933   0.0184

    CHEST  -0.0517    0.1526 -0.3390   0.7353

    ABDOM   0.8549    0.1284  6.6558   0.0000

      HIP  -0.2877    0.2222 -1.2947   0.1981

    THIGH   0.1925    0.2148  0.8960   0.3722

     KNEE   0.2050    0.3627  0.5651   0.5731

    ANKLE  -0.4519    0.5440 -0.8308   0.4078

    BICEP  -0.0575    0.2372 -0.2426   0.8088

      ARM   0.5571    0.3123  1.7838   0.0772

    WRIST  -1.6580    0.8278 -2.0028   0.0476

Model II: With “Interactions” (Training Sample)
                       Value Std. Error t value Pr(>|t|) 

     (Intercept)   1404.7076   609.4914  2.3047   0.0231

             AGE      0.0563     0.0478  1.1782   0.2413

          WEIGHT      0.4642     0.5329  0.8710   0.3857

          HEIGHT     -5.8673     4.2740 -1.3728   0.1727

            NECK     -0.6017     0.3675 -1.6370   0.1046

           CHEST     -0.1838     0.1559 -1.1789   0.2411

           ABDOM      2.7935     1.2876  2.1695   0.0323

             HIP     -4.2206     1.6237 -2.5994   0.0107

           THIGH      0.0552     0.2181  0.2530   0.8007

            KNEE     -0.0446     0.3604 -0.1238   0.9017

           ANKLE     -0.3513     0.5260 -0.6679   0.5057

           BICEP      0.1206     0.2426  0.4970   0.6202

             ARM      2.3528     2.3231  1.0128   0.3135

           WRIST    -11.7933     6.8480 -1.7222   0.0880

     I(1/HEIGHT) -22824.3731 17626.6248 -1.2949   0.1982

I(WEIGHT/HEIGHT)    -21.3490    37.8384 -0.5642   0.5738

        I(1/HIP) -20749.1785  5946.9266 -3.4891   0.0007

    I(ABDOM/HIP)   -204.2393   127.5514 -1.6012   0.1123

        I(1/ARM)  -3004.0206  2559.1022 -1.1739   0.2431

    I(WRIST/ARM)    279.7212   196.8898  1.4207   0.1583

Questions:

1. Why weight/height?

2. Why 1/height?

3. Why abdomen/hip? Wrist/arm?

4. Others predictors?

Note: Kronmal R (1993) cautions against the use of ratios and advises on their proper use.
Model III: Excluding Influential Point (ID #39)

               Value Std. Error t value Pr(>|t|) 

(Intercept)  39.1905    31.8085  1.2321   0.2205

        AGE   0.0560     0.0472  1.1864   0.2380

     WEIGHT   0.0828     0.0915  0.9041   0.3679

     HEIGHT  -0.3649     0.2654 -1.3751   0.1719

       NECK  -0.7028     0.3739 -1.8798   0.0628

      CHEST  -0.1497     0.1571 -0.9532   0.3426

      ABDOM   0.8050     0.1286  6.2591   0.0000

        HIP  -0.1758     0.2250 -0.7815   0.4362

      THIGH   0.0682     0.2193  0.3110   0.7564

       KNEE   0.1137     0.3596  0.3161   0.7525

      ANKLE  -0.3765     0.5367 -0.7015   0.4845

      BICEP  -0.0213     0.2341 -0.0909   0.9277

        ARM   0.2166     0.3464  0.6254   0.5330

      WRIST  -1.7503     0.8162 -2.1445   0.0342

Note: ID#39 has Cook’s distance approximately 0.6 and is an outlier. Excluding it could improve our true prediction error.

Model IV: Significant Variables Only - Excluding ID #39  (Training Sample)
              Value Std. Error  t value Pr(>|t|) 

(Intercept)  1.9450     8.0033   0.2430   0.8084

       NECK -0.6735     0.3113  -2.1637   0.0324

      ABDOM  0.8347     0.0549  15.2017   0.0000

      WRIST -1.8789     0.6481  -2.8992   0.0044

Assessment of Prediction Error

Estimate of prediction error using the root-mean-square-error (RMSE) in the test sample:

RMSE = [n-1 ( {Test} (y - y^)2 ]1/2
	Model
	R2 for Training Sample
	Residual SD for Training Sample
	RMSE

	I. Main Effects
	0.74
	4.25
	4.70

	II. "Interactions”
	0.78
	4.05
	5.01

	III. Excluding ID#39
	0.74
	4.18
	4.57

	IV. Reduced model - excluding ID#39
	0.72
	4.16
	4.70


Notes:
1. For every model, the true prediction error is considerably larger than the residual SD from the training sample. The residual SD is called the “apparent” magnitude of the error.

2. The overfitted model (Model II) fits the training sample the best but has the worst true prediction error.

3. Excluding the influential point (ID #39) improves the prediction of the test sample as we guessed.

4. The reduced model predicts just about as well as the full model using only 3 variables.

Optional Final Step: Re-fit Model IV using the entire sample. Use RMSE=4.70 as assessment of the typical true prediction error.

Alternative Approach: leave-one-out cross-validation. Should give similar result here, because the sample size is reasonably large.

Effect of Size of Training Sample

All results are averages of 100 trials. For each trial, a training sample of the indicated size was randomly selected and analysis done as previously. 

	Size of Training Sample
	R2 for Training Sample
	Residual SD for Training Sample
	True Prediction Error RMSE

	40
	0.81
	4.40
	5.77

	80
	0.79
	4.23
	4.89

	126
	0.76
	4.30
	4.64

	160
	0.76
	4.30
	4.55

	200
	0.76
	4.28
	4.58


Notes:

1. From the simulations we see that the results in the previous table for Model I were quite typical of what happens when we randomly split the sample into two equal pieces.

2. The true prediction error will tend to be larger if a small training sample is used even though the apparent error rate is about the same for all training sample sizes. The reason for the high prediction error is that a small training sample does not allow a good estimate of the regression model, whereas a large training sample allows a good estimate of the regression model for the entire data set. For this example, a training sample of about 126 is sufficient. Note that you don’t want it too large (eg, 200) because then your assessment of prediction error is imprecise.

Answers by former Data Analysis Students
	Variables
	N for fitting

(fract.)
	Resid SD
	Pred. Error

	Age, ht^2/wt, ht-standardized circum.’s
	155
	3.91
	4.05

	Wt, abd, thigh
	126
	
	4.43

	Age, wt, neck, abd, thigh, arm, wrist
	204
	
	3.53, 2.45

	Age, wt, abd, arm, wrist
	189
	
	4.24

	Ht^2/wt,wt, abd,neck
	(2/3)
	
	4.29

	All but age, ht
	126
	
	4.51

	Wt, abd, wrist
	126
	4.14
	4.64

	Age, hip, neck, abd, thigh, arm, wrist
	168
	
	5.05

	All main effects
	(20%)
	4.25
	4.87

	All main effects
	(30%)
	4.19
	4.60

	All main effects
	(40%)
	4.21
	4.41

	All main effects
	(50%)
	4.19
	4.37

	All main effects
	(60%)
	4.22
	4.25

	Age, abd, wrist
	169
	4.18
	4.57

	All main effects
	200
	
	5.34

	Age, wt, neck, abd, hip, thigh, arm, wrist
	126
	
	4.50


SUMMARY

1. Give an honest assessment of the true prediction error, using either a split  sample or other cross-validation technique. 

2. The residual SD for the fitted model (the apparent error) is over-optimistic.

3. Overfitting, defined by a large number of parameters relative to the sample size, tends to lead to a low apparent error, but a high true error.
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