TCSS 372A 

Computer Architecture

Midterm 2 – Spring 2007
May 17
Name _____________________KEY_____________________________

20 points

1) a) Show a timing diagram for a synchronous bus, showing the signals for both read and write operations.

        Assume a three cycle clock:

                        [image: image1.emf]


    b) Show a timing diagram for an asynchronous bus, again showing the signals for both read and write operations.  Show timing relationship arrows:

                    [image: image2.emf]



20 points
2)  a) What two registers would you expect to be in an I/O peripheral interface?

        1)  Data Buffer Register
        2) Status/Control Register
     b) What other hardware functions should it have?  Assume it can generate an interrupt.

        1) Control circuitry to send/receive data/status on system bus
        2) Control circuitry to communicate with device
        3) Control circuitry for interrupt request and interrupt vector transmission
      c) What is the sequence of events required to perform an interrupt:
         1)  Programmer does what?

              a) Provide an interrupt service routine
              b) Load the interrupt vector with the address of the interrupt service routine
         2)  Device interface does what?

      Requests an interrupt
         3)  CPU does what?


      Grants an interrupt and asks for the interrupt vector
         4)  Device interface does what?

                   Provides the interrupt vector
         5)  CPU does what?

 
  a)  Enters the supervisor state and saves the active program context

  b)  Loads the interrupt service routine address from the interrupt vector
         6) The service routine does what?

 
       At the end of the interrupt service routine executes a “return from interrupt”
20 points

3)  a) Name the two major functions of the operating system (that we studied):
          1)  Scheduling
          2)  Memory Management
b) Show the Five-State Process Model for an operating system.  Identify the actions that cause processes to move from one state to another.  Identify the states that manage the long-term queue, the short-term queue, and the I/O queues.

                   [image: image3.emf]

The Ready State manages:


    the long-term queue (add to pool to be given resources) and 


    the short-term queue (dispatching)


The Blocked State manage:


    The I/O queues
c) Show how a page table is used to map logical addresses into physical addresses.

                          [image: image4.emf]
d) Explain the differences between partitioning, segmentation and paging.


1) Partitioning:

               Subdividing of memory space into relatively large fixed or variable sized sections that the 

               operating system can load and/or swap processes into
      2) Segmentation:

               Subdividing of program address space by the programmer into logical subdivisions for

               her convenience in organizing programs.
      3) Paging:

               Subdividing of memory space into small fixed sized frames that equally sized program 

               pages can be loaded and swapped into   

20 points

4) a) Assume a pipelined machine with stages fetch (F), decode (D), fetch operand(O), execute (E), and write operand (W).  Given a program in which instruction 3 is a conditional branch to instruction 15, and for which the branch is taken, show the flow of instructions through the pipeline:
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b) Identify the branch penalty in the above chart.   How much is it?
        It is three time slots (slots 8, 9, and 10 above).
c) A non-pipelined processor has a clock rate of 10 GHz and takes an average of 4 cycles per instruction.  An upgrade introduces a five stage pipeline.  However, due to internal pipeline complexities, the clock rate has to be reduced to 6 GHz.  What is the speedup achieved by introducing the pipeline?  Show your work!
   The non-pipelined processor processes instructions at an average rate of:

          10 GHZ / 4 = 2.5 GHz rate
   The pipelined processor will speed up the CPI (cycles per instruction)  by 5, so it will processes 
    instructions at an average of:

           6 GHz / 4 * 5 = 7.5 GHz rate
   The speed up is then:

          7.5 GHz / 2.5 GHz =  3

20 points

5)  a) What are four important characteristics of classic RISC computers?
       1)   Lots of registers, typically 32 at a time

       2)   Uniform, short instruction length, typically 4 bytes

       3)   A minimum of addressing formats, and no more than one memory load or store per 
             instruction
      4)   Maximum uses of memory management

  b) Show the use of “delayed branching” to speed up a RISC pipeline.   Use stages fetch (F), execute (E), 

      and memory(M) (if a memory operation is used). 

        Original set of Instructions: 

           100    LOAD     X, R1

           101    ADD       1, R1

           102    JMP        105

           103    ADD       R1, R2

           104    ADD       1, R3

           105    STORE   R1, Y

           106
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        Modified set of Instructions                                       Flow through the RISC pipeline

	F


	E
	M
	
	
	
	
	

	
	F
	E
	
	
	
	
	

	
	
	F
	E
	
	
	
	

	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	

	
	
	
	F
	E
	M
	
	

	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	


        100   LOAD   X, R1

        101   JMP       105
        102   ADD     1, R1

        103   ADD     R1, R2
        104   ADD     1, R3
        105   STORE  R1, Y

        106 

        107
c) Explain how “delayed branching” works?
        As can be seen above, placing the JMP before the ADD instruction allows the JMP to have the 

         branch address available exactly at the right time for the fetch during execution of the ADD 

        instruction.  There is no delay penalty with a branch in this process.
