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Abstract—The emerging ubiquity of IoT devices with mon-
itoring capabilities has resulted in a growing concern for user
privacy. Whereas previous research has focused on preventing an
attacker from learning about user activities through analyzing
data, we are concerned with the problem of attackers that utilize
either hidden or compromised IoT devices to spy on users. Our
work addresses the challenge of automatically identifying devices
that are streaming privacy-intruding information about a user
despite the presence of both encryption and a large number of
wirelessly connected devices within range of the user.

We present a framework for inducing a signal in the physical
world and then detecting its digital footprint when devices are
monitoring the user. Our approach only requires the user to have
a device such as a smart phone with the ability to enter into
promiscuous packet capture mode. As an example application,
we have set up a hidden camera and conducted 222 trials of
devices that are not recording the user along with 680 trials of
the hidden camera under a wide variety of configurations. In
most of the environments examined, we were able to to detect
over 90% of the hidden cameras while producing less than 6%
false positives. As a result, this paper provides significant evidence
that our approach is feasible for detecting spying devices.

I. INTRODUCTION

The increased deployment of Internet of Things (IoT)
devices has resulted in more pervasive and useful services
to users. Unfortunately, these devices raise privacy concerns
since they may be placed without a person’s knowledge as has
happened in several notable cases in short-term rentals [1],
[2], [3]. Hidden cameras are trivial for an attacker to acquire.
Amazon.com currently lists 4,527 cameras in their Hidden
Cameras category including 1,214 that list Wi-Fi as a feature.
828 of these Wi-Fi hidden cameras can be purchased for under
$100. In addition to maliciously placed devices, devices might
be used by an attacker who has compromised the device[4],
[51, [6], [7].

Consider the following scenarios. In the first case, an
attacker has placed a hidden web cam in a room that you
are visiting. Such a web cam is designed to blend in with
the surroundings and can easily occupy less than 5 cm? of
surface area. The camera can utilize encryption or run on a
wireless network for which we do not have an access key, so its
video content is not easily distinguishable from the dozens of
other Wi-Fi devices that are frequently visible in many houses,
hotels, and apartments. In the second case, the many camera-
enabled devices that surround us every day such as web cams,

TVs, laptops, and cell phones are potential sources of spying.
Such devices stream information about the user to remote
sources because the user does not understand the functionality
provided by the manufacturer or application. In the third case,
an attacker has exploited a vulnerability and compromised the
device [8]. In this case, as in the first, it is difficult for the user
to detect that a device has been compromised, and prior work
in the area of detecting hidden cameras focuses on detecting
unknown hidden cameras rather than maliciously manipulated
cameras that the user knows are present.

Previous research in privacy in IoT spaces has generally
focused on protecting the user from an attacker that discovers
their activities [9], [10], [11]. The focus of our work examines
an attacker model that is a flipped version of the previously
examined attacker model. In the flipped attacker model, the
attacker attempts to record information about a user without
the user’s knowledge. In this case, the user wants to identify
that they are being monitored.

Previous work in detecting devices that are surreptitiously
recording user activity has largely focused on cameras. In
particular, this work [3] focuses on identifying IR used in
night vision or the presence of unexplained Wi-Fi devices in
order to determine locations to manually search for cameras.
Additional techniques exist that require the user to acquire
and construct additional hardware based on BeagleBone[12]
or purchase expensive commercial detectors [3].

Our work augments these existing approaches and provides
a framework that is more widely applicable to IoT devices
that could be used to surveil users. To this end, our work
contributes the following advancements:

o A framework for manipulating the physical environment

to induce detectable signals in the digital environment

o An implementation of this framework for Wi-Fi stream-

ing cameras

« A computationally efficient system that runs on a mobile

device with minimal additional hardware

e An analysis of the parameter space of the system to

demonstrate its efficacy for detecting Wi-Fi streaming
cameras

Additionally, our system addresses parts of the problem that
previous approaches do not address. Previous work helps to
identify the presence of hidden cameras, but not their status
of actively streaming video of the user. Additionally, previous
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work relies on the hidden cameras being in night vision mode
to detect RF signals. Furthermore, techniques that rely on
intercepting the data and reconstructing it are not effective
if the camera is using an encrypted connection that the user
does not have the key to.

II. BACKGROUND

In this section we describe background information related
to the two main techniques used in our approach. First,
we describe previous work in signal detection and then we
describe the basics of interframe compression techniques used
in video codecs.

A. Signal Detection

Work performed in [9], demonstrates that IoT smart home
devices will frequently produce peaks of network traffic when
the device is monitoring a user that is performing the activity
it is designed to monitor. In their work, they used the send-
ing/receiving rates of the streams to map live traffic to user
behavior. This research indicates that network streams of IoT
devices have attributes that can be manipulated by the users.
Work [13] has been performed that focuses on identifying
applications based on network traffic and header information
by using Naive Bayes Machine Learning. Meidan et al. [14]
showed the feasibility of identifying IoT devices based on
wireless network traffic. They used supervised learning to
evaluate sessions of both IoT and other electronic devices.
[15], [16] have induced delays in traffic and performed timing
analysis on low-latency anonymizing systems in order to de-
anonymize users.

B. Interframe Video Compression

Interframe compression techniques examine each frame of
video and if a section of the two adjacent frames have
not changed, then the compression algorithm causes the un-
changed values to be copied directly from the previous frame.

Likewise, if uniform changes are made to a particular section,
then the compression algorithm can cause a copy of the
preceding frame to be used with a uniform transformation
being made on those pixels. To the extent of our knowledge,
all commonly used video codecs for streaming use interframe
compression techniques including H.264[17], MPEG-2[18]
and MPEG-4[19].

As a result of the way these algorithms work, when there
are significant changes to the video, significantly more data
must be sent. We leverage this fact to create signals in the
physical world that translate into signals that we can detect in
the digital world.

III. DESIGN
A. System Model

Our work is focused on pervasive IoT systems that primarily
operate indoors in houses and offices. These systems contain
large numbers of resource constrained devices with rich abil-
ities to sense and distribute information with some capability
of processing information. These devices are typically wire-
lessly connected. In particular, this system affects our design
considerations in that there are limitations on the amount of
data that can be stored on the individual devices, so we expect
that wireless data streaming will be prevalent.

B. Attacker Model

Our approach addresses three different attacker models.
We refer to these models as the hidden device model, the
compromised device model, and the unexpected recording
model. Our system is useful in detecting attackers utilizing
any of the three models.

1) Hidden Device Model: In the hidden device model, an
attacker has hidden a monitoring device in the space in which
a user will occupy. Examples of this may include a short-term
rental [1] or could be a compromise of a person’s own home.
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In this model, the user is not initially aware that the device
exists. This is the model that most previous work [3] focuses
on detecting.

2) Compromised Device Model: In the compromised device
model, an attacker utilizes a user’s own device to record their
actions. This model has been frequently documented[20], [4],
[7] as a problem with IoT devices.

3) Unexpected Recording Model: In the unexpected record-
ing model, the attacker is the device or application manu-
facturer. This model has been acknowledged multiple times
as companies are frequently recording information from IoT
devices for either improving functionality or targeting products
and advertising [21], [22], [23], [24].

C. System Design

Figure 1 shows our generic framework and the specific
implementation used in our experiments. Our design consists
of a physical and a digital side. In the physical side, a signal
is induced that is designed to cause IoT devices to respond
digitally. On the digital side, our system records digital outputs
that occur during this time. The digital output is processed
to extract features necessary for classification, and then the
features and the information about the physical signal are
processed by a classification algorithm (in our implementation,
we only record whether or not the physical signal was active;
however, other information such as intensity or frequency
of the signal could also be recorded). The output of the
classification algorithm is then used to decide which streams
were recording the user, if any.

In the implementation we evaluate in this paper, we used
the flash on a camera and logged a vector of 1 if the flash
occurred in a particular second and 0 if a flash did not occur.
Simultaneously, we recorded network traffic in promiscuous
mode and created a vector of the number of bytes transmitted
each second for each MAC address. We then calculated
the Pearson correlation coefficient using equation 1 between
the flash vector (zr) and the bandwidth vectors (y). If the
correlation coefficient was greater than 0.3, we classified the

MAC address as recording the subject. We chose the value of
0.3 after experimental evidence in 3 showed that it provided a
good trade-off between true positives and false positives. Note
that in 2 we demonstrate the main point is the difference in
correlation coefficient between a spying cam and a non-spying
device, not the absolute value of the correlation coefficient.
Since we were only recording bandwidth, we are able to
perform this calculation on encrypted data. Likewise, we also
do not need to store the data recorded for more than one
second, so we do not consume a significant amount of memory.
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IV. EVALUATION

We have implemented our system on several Android
phones including a Moto Z running Android version 6.0.2, and
an HTC M7 running Android 5.0.2. We collected PCAP data
using Kismet Wi-Fi PCAP Capture 2012.12.1 on Android. It
is not possible to capture packets on Android in promiscuous
mode using a stock android firmware in userspace, so rather
than rooting the phones for this experiment, we utilized a
Sabrent NT-WGHU Wireless adapter based on the 8187L
chipset attached to the Android phone via a USB OTG cable.
We chose this approach since we believe it is more likely a user
would be willing to attach a piece of inexpensive hardware
than to root their phone; however, our framework is not
directly tied to this design decision, so if mobile device OSes
allow for promiscuous packet capture, there is no requirement
for an external device.

We evaluated our approach by capturing live streams from
a DLINK DCS9361 web cam in a variety of settings and
for a variety of traffic sources. Unless otherwise noted, our
experiments take place in a large room with ambient light and
the mobile phone placed 2 meters from the camera. Error bars
represent one standard deviation above and below the mean.

For each environment represented in the figures in this
paper, we performed 20 experiments that lasted for 60 seconds
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each for each combination of variables resulting in 680 total
experiments for spying devices. For the data recorded in figure
2 we recorded 222 60 second experiments with devices that
were not spying.

After we showed that we can identify the signal when a web
cam is present in the room, we confirmed that our system
would not identify non-web cams incorrectly. We identified

traffic from a variety of types of applications and ran our
algorithm on that traffic.

Figure 2 demonstrates the differences between spy cameras
that are observing us and other types of traffic. The web cams
used in this experiment result in most of the false positives
shown in Figure 3 at lower thresholds. Note that the webcam
used for the dark room and dim room experiments is the same
camera as used in the spying example. In addition to measuring
true and false positives as a function of the threshold, we have
also plotted these values for each distance in the form of a
ROC curve in figure 4. Note that in this figure we zoom in
on the leftmost portion of the curve because after the 12.5%
false positive rate, the true positive rate goes to 100%.

As demonstrated in Figure 5, the correlation coefficients
all had similar variances (as shown by the standard deviation
error bars in the figure); however, in our tests, bandwidth was
consistently a better feature to measure correlation than the
other features that we tested. We also tested the bandwidth
only at greater distances. Figure 6 shows that the signal does
degrade over time. At 4 meters, the correlation coefficient
is still noticeably different than the non-signal traffic, but
produces significant false positives. In section V-B we address
our future work plans to extend the system capabilities to
greater distances.

Figure 3 demonstrates the relationship between true posi-
tives, false positives, and the correlation coefficient threshold
for classification. All 3 distance experiments show a similar
trend. False positives approach O quickly as the threshold
approaches 0.3 and true positives remain high until around
0.3. Through further experimentation, we intend to adapt this
threshold value based on empirical evaluation of the quality
of the flash on the phone.

Figure 7 demonstrates the effect of pointing the phone
at different angles from the camera. This experiment was
run to determine whether or not the phone must be pointed
directly at the camera or if there is tolerance for “missing”
the camera. These results show that the ability to detect a
camera appears dependent on the flash of the individual phone
as we believe the angle of lighting varies from camera LED
and enclosure. For phones that can detect the camera at a
variety of angles, this would drastically reduce the amount of
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scan time necessary for the user to detect hidden cameras in
their environment. In our future work, we will be examining a
custom-built array of LEDs for flash and will more thoroughly
examine the effects of different LEDs.

Figure 8 demonstrates the effect of background movement
on the correlation coefficient. In this experiment, simple move-
ment was caused by a rotating fan in the room and significant
movement was caused by a person walking around the room
during the recording. The results show that while there may
be differences in the quality of signal we can recover, the
presence of movement does render the system unusable.

V. DISCUSSION
A. Limitations

While our approach has been shown to be highly effective in
a number of environments, it is not without limitations. First,
the IoT device must transmit data in a form that we can learn
the time and size of its transmissions. This means that without
some existing compromise of the network, it is unlikely that
we could apply this approach to wired IoT devices. While we
focused on Wi-Fi in this paper, our approach would work on
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any wireless communications protocol that we had a network
interface capable of listening in promiscuous mode with the
exception of possibly unidirectional wireless transmissions.

Our approach also assumes that the hidden IoT device is
streaming our information in real time. If the device only saves
the data to a memory card, then we would not be able to use
this approach to detect it. Likewise if the device records the
data and the adversary downloads it as a file in the future,
then we would fail to detect it. If the adversary stores the data
and then streams it a later time, we would be able to detect it
if our our system was still observing the network at that later
time; however we have not implemented this functionality in
the current system.

If an adversary was aware of our approach and modified
their video compression algorithm so that it did not use
interframe communication, it manipulates the bandwidth usage
so that it avoids peaks, or it sends cover traffic, they might be
able to evade our current approach; however, these approaches
would degrade the quality of the data stream or consume
significantly more resources which might be noticeable. More
work would need to be done in detecting these types of data
normalization techniques in our environment, but previous
work [25] has demonstrated that these approaches are not
always effective.

B. Future Work

In the future, we plan to extend our techniques and experi-
ments to other IoT devices that record and stream physical user
data. [9] has noted that other IoT devices demonstrate similar
pattern as video cameras when observing an environment, so
we believe that this approach will be applicable to other IoT
devices. For example, we plan to expand our work to audio
recording devices and devices triggered by motion detection.

The experiments we have conducted analyze a raw data
stream. We are beginning to test pre-processing techniques
that we believe will help improve classification. In particular,
we are examining algorithms to filter noise caused by the
environment, the protocols, or the device itself prior to running
our analysis. Additionally, we will examine other classification



techniques. Correlation coefficients were chosen because of
the low cost of calculating those values on a mobile device
and the lack of requirement to train and distribute a model
beforehand. This approach has proven to be highly effective
in the environments we tested, but we will also be applying
machine learning techniques to see if we can further improve
our results.

We will also test the extent to which brighter lights affect
video recording devices. In these experiments we used the
stock flash LED on a variety of phones. We are currently
building a Moto Mod for the MotoZ phone that will enable
us to test the flash at a variety of brightnesses and color
temperatures beyond the capabilities of the stock LED used
in phones. For all these additional classifiers, we also want
to examine the effects of various parameters on the speed of
detection including the true and false positives as a function
of the amount of time spent inducing signals.

In the case that the techniques we use for filtering and
classification are too computationally expensive for the phone,
we are also building an extension for our system that will
enable us to offload computation to the cloud when available.

VI. CONCLUSION

In this paper we have presented our work on detecting
hidden IoT devices that are monitoring users without their
knowledge. We have demonstrated the feasibility of manip-
ulating the physical world in a way that produces a digital
footprint that can be detected by eavesdropping on wireless
communications, even if those communications are encrypted
and we do not have permission to join the network. We have
demonstrated that we can accomplish this without the burden
of expensive or cumbersome additional hardware. We have
also conducted a number of experiments to demonstrate the
extent to which our technique is feasible.

The main take-away from this work is that it is possible
to affect the digital world with actions in the physical world
and detect hidden IoT devices that are violating a users’
privacy with devices that are commonly owned by the users.
This approach can be augmented with existing approaches to
create a system that is better at detecting privacy-violating
IoT devices than currently exists. As we continue to evolve
these techniques, users will gain additional confidence in
maintaining their privacy in a world where hidden, privacy-
violating devices are becoming increasingly more available
and inexpensive.
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