SISG Module 3
Computing for Statistical Genetics

Power calculations for SNP regression models
The power of a test for SNP effects depends on the true effect of the SNP and on the genetic model used for the test.  If we have a binary outcome we can describe the true effect of the SNP by the probability of the outcome in the baseline (AA) group and the two odds ratios for the ‘Aa’ and ‘aa’ groups.  We also need to specify the minor allele frequency, i.e. the proportion of ‘a’ alleles. This gives a total of four arguments. We also need to specify the number of people in the study.

1. For each type of single parameter regression model (i.e. additive, dominant, recessive) write code to estimate the power by simulation. The key from session 5 (first question) will be helpful, but see below for some technical details)
2. Using data generated under the '2df model', and your code from Q1 above, explore how the power of the three tests varies with different values of Aa and aa. Draw a graph (or graphs) showing the power as Aa /aa varies, when we fit the three models from Q1..
Some technical details:

* We simulate the three possible genotypes at each site by assuming that the two alleles are independent (i.e. in Hardy-Weinberg equilibrium).  This means that the number of copies of the minor allele can be simulated by

       rbinom(n, 2, prob)

where n is the number of  individuals in the study and prob is the minor allele frequency. 
* The probability of the outcome for people with no copies of the minor allele is one of the input parameters.  The probability for people with one or two copies needs to be computed from the odds ratio.  To convert a probability into an odds use

    odds = prob/(1-prob)

and to convert the odds into a probability:

    prob = odds/(1+odds)

* We discussed how to extract p-values from the output of glm or lm in session 5 & 6.

* Logistic regression will 'fail' when there is no variation in the coded genotype. Your code should check for this, and return something appropriate when it happens (see session 5 & 6)

* 'Power' is defined as the probability of detecting a true signal (i.e. odds ratios not equal to one) when a true signal is present. 'Detecting' means obtaining a 'significant' p-value, i.e. less than 0.05. (see session 5)
* If the power is about 80%, you will need about 300 simulations to estimate it to within ±5%. This increases to about 4000 simulations if you want to get two-digit accuracy. The simulation for this exercise should take a few minutes, but not hours and hours.
