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ABSTRACT

This paper describes an empirical study that investigates the
knowledge that Computer Science students have about the
extent of their own previous learning. The study compares
self-generated estimates of performance with actual perfor-
mance on a data structures quiz taken by undergraduate stu-
dents in courses requiring data structures as a pre-requisite.
The study is contextualized and grounded within a research
paradigm in Psychology called calibration of knowledge that
suggests that self-knowledge across a range of disciplines
is highly unreliable. Such self-knowledge is important be-
cause of its role in meta-cognition, particularly in cogni-
tive self-regulation and monitoring. It is also important
because of the credence that faculty give to student self-
reports. Our results indicate that Computer Science student
self-estimates correlate moderately with their performance
on a quiz, more so for estimates provided after they have
taken the quiz than before. The pedagogical implications
are that students should be provided with regular opportu-
nities for empirical validation of their knowledge as well as
being taught the metacognitive skills of regular self-testing
in order to overcome validation bias.
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1. INTRODUCTION

Do computer science students know what they know? The
answer to this question has several implications. Most im-
portantly, students use self-knowledge for metacognitive con-
trol of their own learning, e.g. “overconfidence is a common
phenomenon among young adult students that may result in
inadequate learning due to premature termination of cogni-
tion” [13, p384]. Professors use student self-reports to make
determinations about what to review at the start of a class,
for example, when a CS professor asks herself, “Are my stu-
dents weak in using linked lists?”. Additionally, assessment
of teaching effectiveness sometimes hinges on student self-
reports as a measure of the effectiveness of a learning inter-
vention, as in the claim “students reported that they im-
proved as a result.” But do these student self-assessments
bear a close enough correspondence to more objective mea-
sures of performance to justify the confidence students and
faculty sometimes place on them?

This paper presents an empirical study of student self-
knowledge of data structures concepts. The study addressed
the following specific research questions: Do students have
systematic misconceptions or lack of retention concerning
the data structures material in subsequent courses? Does
student self-assessment correlate with performance? Is there
a relationship between level of performance and level of self-
knowledge? The discussion of research methods and results
is preceded by a brief discussion of Psychology research in
calibration of knowledge and followed by a discussion of ped-
agogical implications.

2. BACKGROUND

Self-assessment of knowledge is one form of metacognition,
which Brown [2, p66] states “refers loosely to one’s knowl-
edge and control of [one’s] own cognitive system”. There
have been a number of studies exploring the relationship of
self-assessment of ability to performance across a number
of domains, commonly referred to as studies of knowledge
calibration. Performance is typically measured using a test
of knowledge or ability [5, 12, 7], though course grades and
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The self-estimates of performance might be made before
the exam, called prediction, after the exam, called postdic-
tion, or both before and after. The main measure of sub-



ject calibration is the Pearson product-moment coefficient
(r) between self-estimates and performance within a study
population, though Goodman-Kruskal’s gamma (G) (treat-
ing test scores as ordinal data) is sometimes used. If sub-
jects within a population are well calibrated, we would ex-
pect correlations to be positive and close to 1, since this
indicates that estimates and performance increase linearly.
The research results do not present a clear and consistent
picture, however. Correlations range from moderate nega-
tive correlation, r = —.42,p < .001 in [6], to non-significant
correlations close to 0, G = .02 in [7] and 0.05 < r < 0.19
in [12], to moderate positive correlation, r=0.46 in [5]. In
a meta-analysis of 55 calibration studies with a combined
population of 14,811 subjects across a wide variety of do-
mains (e.g. clerical skills, managerial skills, college course-
work, physical abilities, medical skills) Mabe and West [14]
reported an overall correlation of r = .29.

Correlation alone, however, does not fully represent accu-
racy of self-estimates. As Kruger and Dunning pointed out
[12, p190] “a high correlation between judgement and reality
does not necessarily imply high accuracy.” Another measure
of calibration, though one rarely used in the calibration lit-
erature, examines the mean of the absolute magnitude of
the difference between estimates and criterion scores, what
we call estimation error. Fitzgerald et al carried out a cal-
ibration study with first-year medical students, where they
simply added the one calibration question “Please estimate
your percent correct on this exam (0% - 100%)” to each of
the exams given in all first-year courses at the University of
Michigan Medical School [6]. They concluded: “The high
level of accuracy in these students’ self-assessments (within
1% of their actual performance) is striking, and suggests
well-developed self-assessment skills.” Kruger and Dunning
reported mean estimation errors of 3.48 and 1.84 in the bot-
tom and top performance quartiles, respectively in a study
in which subjects graded five 20-item exams of other stu-
dents (study 3, phase 2, in [12]). This error represents the
difference between the number of problems graders scored as
correct and the actual number of problems correct. Lin and
Zabrucky reported in [13] on a study by Glover [8], in which
student subjects had mean estimation errors (predicted to
actual) of 1.21 and 7.43 in the bottom and top performance
quartiles, respectively, on the Nelson-Denny Reading Test.

Researchers have attempted to determine if different sub-
ject popluations have different calibration ability. Rammst-
edt and Rammsayer investigated the effect of gender on cali-
bration and found [16, p869] that “there was some direct ev-
idence for the assumption that estimates of intelligence are
susceptible to gender stereotypes.” Ackerman et al found
that students with college majors in the Social Sciences or
Humanities were accurately calibrated across a variety of
knowledge domains, whereas Business majors consistently
over-estimated performance across all domains [1].

Several researchers have attempted to determine if sub-
ject domain expertise has a bearing on calibration accuracy.
Lin and Zabrucky [13], as well as Fitzgerald et al. [6] cited
several studies that provide evidence that those with high
domain expertise often have the “illusion of knowing”: more
knowledge sometimes brings along with it a sense of over-
confidence. This is closely related to the phenomenon of
validation bias summarized in [4, p6]: “People do not dis-
passionately count up their success and failures to form a
self-impression as much as they actively interpret them to
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fit chronic views, usually positive ones, of the self ... Posi-
tive feedback is more likely to be accepted unquestioningly;
negative feedback is placed under close scrutiny with an eye
toward discounting it.” In contrast to over-confident es-
timates being associated with high expertise, Kruger and
Dunning suggested that over-confidence is associated with
low expertise [12, p1121]: “when people are incompetent in
the strategies they adopt to achieve success and satisfaction,
they suffer a dual burden: Not only do they reach erroneous
conclusions and make unfortunate choices, but their incom-
petence robs them of the ability to realize it. ...In essence
...the skills that engender competence in a particular do-
main are often the very same skills necessary to evaluate
competence in that domain.” In studying the calibration of
college students on tests in humor, logic, and grammar, they
found considerable over-confidence among bottom quartile
performers and a small amount of under-confidence among
top quartile performers. Krueger and Mueller [11, p184]
argued that this relationship between estimates and perfor-
mance stems not from any metacognitive differences between
expertise-based groups, but from a general tendency to over-
estimate performance combined with the statistical artifact
of regression toward the mean. “With repeated testing, high
and low test scores regress toward the group average, and
the magnitude of these regression effects is proportional to
the size of the error variance and the extremity of the initial
score.”

To summarize, a number of studies indicate moderate cal-
ibration ability by students. Subject population character-
istics, such as gender and college major, appear to influ-
ence calibration ability, while the evidence is conflicting on
whether domain expertise is related to calibration ability.

3. STUDY METHODOLOGY

The study examined upper-level computer science stu-
dents’ ability to self-assess their prerequisite data structures
knowledge. As described below, students from two univer-
sities took a quiz to measure their data structures knowl-
edge and completed both pre- and post-quiz self-assessment
questionnaires to determine their calibration ability. The
research protocol, quiz and self-assessment questionnaires
were approved by the Institutional Review Boards at both
the University of Washington, Tacoma and Pacific Lutheran
University.

3.1 Subjects

Participants were 61 undergraduate students enrolled in
upper-level computer science classes at two universities in
the Pacific Northwest of the USA. Twenty-eight subjects
were from Pacific Lutheran University (PLU), a private, sub-
urban, liberal arts university. Thirty-three were from the
University of Washington, Tacoma (UWT), a public, urban
university serving junior and senior level students, the ma-
jority of whom are community college transfers. Seventy-
eight students enrolled in four targeted classes were given
full credit for completing the data structures quiz, regard-
less of their score. Only quiz results from 61 students giving
their consent are included in this study. Data on gender was
not collected due to low enrollment of female students.



3.2 Targeted Classes

The study was conducted in four upper-level undergradu-
ate classes, two at each institution. These included Program-
ming Languages and Algorithms at PLU, and Algorithms
and Software Engineering at UWT. These classes were se-
lected because they are required courses for all computer
science majors at their respective institutions, and they re-
quire data structures as a prerequisite. Three of the courses
have additional prerequisites: both algorithms courses also
require Discrete Math, and the software engineering course
requires both Technical Team Management and Algorithms.

3.3 Data Structures Prerequisite

The data structures courses at PLU and UWT differ in
terms of whether a closed lab is associated, whether the
course is quarter or semester, and the amount of time de-
voted to specific topics such as graphs and object orien-
tation. There is, however, significant overlap. Both insti-
tutions include the study of fundamental data structure ab-
stractions and implementations including lists, stacks, queues,
trees and hash tables. Both also cover recursion and algo-
rithm analysis, particularly within the context of sorting
and searching. Additionally, both courses serve as the typ-
ical “gateway” prerequisite to most upper-level computer
science classes. The similarities of context enabled the same
quiz to legitimately be given at both institutions; the differ-
ences of context increase confidence in the generalizability
of the results beyond the students at either institution.

3.4 Quiz Construction

To assess students’ data structures knowledge, we con-
structed a quiz' using multiple-choice questions from Ad-
vanced Placement (AP) and Graduate Record Examination
(GRE) computer science practice tests [3, 10, 9, 17]. The
AP and GRE questions increased external validity and re-
duced bias in favor of students at either university. The
multiple-choice format also provided unambiguous correct
answers and allowed us to accurately gauge the number of
questions we could reasonably expect students to answer
in 30 minutes. Questions were selected to closely reflect the
topics covered in a typical data structures course. They were
also reviewed by the primary data structures instructor at
each institution for consistency with their course syllabi, es-
pecially the proportion of questions on the different topics
(see Table 1 for question topics and bibliographic source for
each question). Furthermore, to confirm the questions and
time constraints were fair and reasonable for our subjects,
we also piloted the quiz with four upper-level computer sci-
ence majors, two from each institution.

3.5 Procedure

The quiz was administered in class during the first week
of the fall 2003 term. Students were informed both verbally
and in writing that they were required to take the unan-
nounced quiz, but that they would be given full credit for
taking it, regardless of their scores.

In addition to the quiz, students completed both pre- and
post-quiz questionnaires to assess their calibration ability.
To enable students to make an accurate prediction of their
performance on the quiz, we provided them with the follow-
ing detailed description on the pre-quiz questionnaire:

1This use of a composite exam is consistent with the Fair
Use Statute of Section 107 of the US Copyright Act of 1976.

150

You will be completing a 14-question multiple-
choice quiz covering material that was presented
in your Data Structures course. The ques-
tions are primarily taken from College Board Ad-
vanced Placement (AP) practice books. In par-
ticular, this quiz will test your knowledge of trees,
linked lists, stacks, queues, and hash tables. For
each of these topics, there may be questions con-
cerning data structure definitions, operations, im-
plementations, worst-case time analysis, and trade-
offs between different data structure choices. In
addition, there will be questions about different
sorting and searching algorithms.

Students predicted the absolute number of questions they
would answer correctly by responding to the following:

Based on your assessment of your knowledge of
the data structures material, how many ques-
tions in the 14-question quiz do you predict you
will get correct?

We also asked students to rate their score on a percentile
basis relative to other students taking the quiz, and their
level of difficulty with and interest in the data structures
material. The analysis discussed in this paper does not in-
clude results from relative estimations, interest, or difficulty.
Full details can be found in [15].

4. RESULTS AND DISCUSSION

4.1 Data structure knowledge

Performance by students from PLU (N = 28 M = 8.36,
SD = 2.48) was virtually identical to that of students from
UWT (N = 33, M = 8.42, SD = 2.59), and an indepen-
dent groups ¢ test indicated no significant difference (¢(59) =
—.103, p = 0.92) between these groups. For the balance of
this paper, all students will be treated as belonging to the
same population.

The mean score for the population of students was just
above one-half of the questions (N = 61, M = 8.39, SD
= 2.52), with one student scoring the maximum possible
score of 14 and five students with the lowest score of 4.
There is probably some upward bias in these results, since
students who did not give consent to use their quiz results
were primarily those who had dropped or were doing poorly.

Table 1 shows both the number and the percentage of
subjects answering each question correctly. Students per-
formed best on questions testing knowledge of the stack,
queue, and tree interface, and performed worst on questions
testing knowledge of comparing runtime effeciency of binary
and sequential search, as well as in identifying whether a
piece of code is an example of selection, insertion, mergesort,
or quicksort. Questions involving code tracing or implemen-
tation knowledge of lists, trees, and recursion were answered
correctly by one-half to two-thirds of the students.

4.2 Knowledge calibration

Descriptive statistics are provided for the full sample of
61 students in Table 2 for actual score, prediction, postdic-
tion, prediction error, and postdiction error. We defined
prediction error as the absolute value of the difference be-
tween a subject’s predicted and actual score, similarly for
postdiction error.



Table 1: Subjects answering correctly (N = 61)

Subjects
Topic [Source] answering

correctly
singly linked list properties/analysis [9, p16] | 35 | 57%
stack vs queue: choosing right DS [10, p248] | 52 | 85%
binary vs sequential search [10, p161] 19 | 31%
binary search tree properties [10, p255] 54 | 89%
binary tree traversals [3] 50 | 82%
hash table properties/definitions [10, p305] 27 | 44%
sorting: merge vs insertion sort [17, p310] 41 | 67%
bst insertion/traversal + analysis [10, p263] | 37 | 61%
tracing recursive binary tree methods [3 28 | 46%
recursive binary tree method analysis [3 29 | 48%
tracing stack operations [3] 57 | 93%
sorting algorithm identification [17, p310] 13 | 21%
singly linked list traversal [3] 39 | 64%
singly linked list traversal analysis [3] 31 | 51%

Table 2: Descriptive statistics
Min Max M SD

Actual score 4 14 839 2.52
Prediction 5 14 9.69 2.08
Postdiction 4 14 899 241
Prediction error 0 7 230 1.62
(JActual score - Prediction|)
Postdiction error 0 7 1.65 1.40

(JActual score - Postdiction|)

Paired samples ¢ tests indicated that the difference be-
tween mean actual scores and predictions is significant (¢(60)
= —4.03, p < .001), as is the difference between mean actual
scores and postdictions (¢(60) = —2.24, p < .05).

Table 3 shows the correlations (Pearson’s product-moment
coeflicient, 7) between estimations, actual score, and esti-
mation error. Overall, both predictions and postdictions
are positively and significantly correlated with actual scores.
Since the predictions were made prior to viewing the exam
questions, they are based on more generalized student beliefs
about their data structures knowledge, cued by the topic ar-
eas specified in the directions (e.g. linked lists, trees). It is
not surprising then, that both correlation increases and esti-
mation error descreases after subjects view the exam itself.

Overall, prediction calibration is moderate, with postdic-
tion calibration being relatively high, especially in compari-
son to studies cited above. We believe this high postdiction
calibration is a result of several factors. One is that much of
computer science in general, and data structures in particu-
lar, lends itself to high calibration given its objective nature.

Table 3: Pearson’s Product-Moment Coefficient

Actual Pred. Postd. Pred.
score error
Pred. A418%*
Postd. .643**  581**
Pred. error  -.464** 158 -.145
Postd. error -.249 -.011 .055 3T8**

** Correlation is significant at the 0.01 level (2-tailed)
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Figure 1: Raw Score Error by Quartile

Second, we took care to use clearly stated questions having
definitive answers, since, as the literature indicates, low es-
timation accuracy might simply reflect ambiguity in exam
questions or instructions to the subjects. And third, consis-
tent with Mabe and West’s [14] findings that calibration im-
proves when subjects expect self-estimates to be validated,
the setting of the exam made clear that self-estimates would
be compared to actual performance, thus reducing some of
the incentives to inflate estimates.

Did those performing the worst provide the least accurate
predictions? Table 3 shows that there is a moderate, inverse
correlation between prediction and calibration error, i.e. er-
ror decreases as scores increase. But the negative correlation
between error and performance is weak and non-significant
for raw score postdiction.

Figure 1 provides a more detailed view of error by quartile.
The shape of these error curves provides some evidence for
regression toward the mean, though the poor calibration of
the second quartile and the asymmetry in error magnitude
between the bottom and top quartiles indicates that this
alone does not account for error.

What the correlation and error statistics do indicate is
that there is not in general a double burden for the low-
est performers. Though their calibration accuracy was less
than that of the highest performers, the bottom quartiles
also improved the most in going from prediction to post-
diction, hence displaying the sort of metacognitive estimate
of performance that they could use to regulate their study.
If there are lessons here concerning metacognition, it might
be that lower performers overestimate their general abilities
(what prediction estimates are presumably based on), but
more accurately calibrate following direct experience. In-
terestingly, the estimates of students performing in the top
quartile remained virtually unchanged in going from predic-
tion to postdiction. In neither test did top quartile students
on average overestimate their scores and display the “illu-
sion of knowing” that is often associated with performances
that subjects find relatively easy.

5. CONCLUSION

We set out to answer a number of specific research ques-
tions about student knowledge and metaknowledge in com-
puter science: Do students have systematic misconceptions



or lack of retention concerning the data structures mate-
rial in subsequent courses? Quiz results revealed particu-
lar areas of weakness, including sorting and searching al-
gorithms, hash tables, and analyzing recursive binary tree
methods. However, it is unclear whether the weaknesses
were due to insufficient learning or lack of retention. Does
student self-assessment correlate with performance? Com-
puter science students’ calibration accuracy was generally
higher than that of students in other fields, possibly because
of their familiarity with the data structures material or the
objective nature of the domain. Results also revealed a mod-
erate correlation between student estimates and their quiz
performances, more so for estimates provided after they had
taken the quiz than before. Is there a relationship between
level of performance and level of self-knowledge? Students
with higher scores had better calibration ability, and did not
display the illusion of knowing by making overconfident es-
timates of performance. Students with lower scores did not
appear to suffer the dual burden of incompetence, showing
the most improvement from prediction to postdiction of raw
scores.

Our results lead to several pedagogical implications. Since
student estimates of performance prior to or in place of tak-
ing an exam offer somewhat inaccurate assessments of ac-
tual knowledge, such predictions should be used cautiously
as gauges for faculty action (such as topics to review). Al-
though the top performing students were well calibrated
both before and after an exam, the weakest students—those
requiring the most remediation—are the ones most likely to
make inaccurate predictions. Even if reviews are targeted
appropriately, students might still rely on domain familiar-
ity or estimates of general knowledge to systematically ig-
nore topics of weakness. Therefore, it is essential to provide
students with explicit opportunities to assess prerequisite
knowledge. Objective assessments of ability may be more
useful than subjective measures because they make nega-
tive feedback more evident and difficult to discount. As re-
search on calibration of comprehension has suggested, “self-
generated feedback has a more positive impact on calibra-
tion than does other-provided feedback” [13, p384]. Instruc-
tors who encourage students to use regular self-assessments
of performance, such as practice exams, thus provide stu-
dents with learning practices that can help them to over-
come their own validation biases.
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