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ABSTRACT 

The goal of the Waves, Langmuir Cells and the Upper Ocean Boundary Layer 
Departmental Research Initiative (LC–DRI) is to explore the upper ocean physics 
necessary to advance our understanding of the fluxes into and across the ocean mixed 
layer, including surface waves and wave breaking, Langmuir cells, and wave–current 
interaction. A set of comprehensive observational data was collected during the LC-DRI 
field experiment from various platforms including autonomous floats, drifter, buoys, and 
shipboard observations. The field campaign was conducted on the coast of Southern 
California 21 March – 5 April 2017. The fieldwork, including the event log and 
instrument deployment, is described in Part I. The inter-calibration between observed 
CTD data from EM-APEX and MLF floats, SWIFT drifters and R/V Sproul are described 
in Part II. For the MLF vs. EM-APEX calibration, the average salinity of MLF #82 and 
#83 top and bottom sensors is used as a reference. The calculated salinity offset for EM-
APEX #6667, #6672, and #6678 is ~ 0.004 psu, for EM-APEX #6671 and #6674 is 
~0.001 psu, and for EM-APEX #6675 is ~−0.001 psu. For seven SWIFT drifters at 0.2, 
0.5, and 1.2 m, the calculated temperature offset varies from −0.1 to 0.1°C and the 
salinity offset varies from −0.003 to 0.2 psu. The salinity data from SWIFT #16 and #17 
at 0.2 m exhibited large offsets, which suggest data bias. The comparison of wave energy 
measurements between SWIFT drifters and a Datawell Waverider buoy moored at CDIP 
station 299 are described in Part III. Excluding the periods when the mean separation 
distance was greater than 30 km (periods 3−1, 3, 5, 6, 8, 12), the root-mean-square error 
(RMSE) of significant wave height (Hs) is 0.25 ± 0.08 m, the RMSE of integrated wave 
energy is 0.057 ± 0.029 m2, and the average percent error of Hs is ~13%. In general, 
given the temporal, spatial, and spectral differences in the sampling strategy of SWIFT 
drifters and the CDIP buoy, the comparison suggests no significant bias in either dataset.  

The raw data, analysis plots, PPT files, movies and reports for this project are 
available at ampere.apl.washington.edu/~barry/LCDRI/ (APL-UW VPN is required for 
the access). 
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PART I. FIELD EXPERIMENT 

Summary of R/V Sproul operations on the 2017 LC–DRI cruise, 19 March – 6 
April 2017, Eric D’Asaro, Chief Scientist. 
 
1.1 Operating area 

Operations were conducted within a 15-n mi circle centered on R/P FLIP, excluding 
the gray Navy restricted areas when they were in active use.  

 
Figure 1.1: LC–DRI operating area. 

 
1.2 Activity log 

Times in Pacific daylight time as noted 
 
March 19 (yd 78) – Leave Marfac 
 
March 20 (yd 79) – Arrive in operating area 
Weather: wind SE 10–20 kts 
8:00 am: test deployment of all instrument types  
SWIFT v3 #12 
SWIFT v4 #22 



_______________________UNIVERSITY OF WASHINGTON • APPLIED PHYSICS LABORATORY_________________ 

2   APL-UW TR 2002 

MLF #83  
EM-APEX #5574  
4:00 pm: additional deployments in tight 100-m array  
MLF #81   MLF #82  
EM-APEX #6678   
SWIFT #24    SWIFT #16 
 
March 21 (yd 80) 
Weather: fair 
Recovered SWIFT #24 and #16  
Recovered EM-APEX #6678 and MLF #83 
Deployed SWIFTS #11 and #17, EM-APEX #6675, continuing missions for MLF 

#81 and #82 
   
March 22 (yd 81) 
Weather: good, but strong winds expected in the evening and tomorrow 
Recovered all but EM-APEX #6678 before noon 
Redeployed 12 items in a fancy array, completed by 4:30 pm, including all EM-

APEXs except #6678, which is still out, MLF #81, #82, #83, and SWIFT #17 and #12 
 
March 23 (yd 82) 
Weather: too stormy to operate; tried to recover SWIFTS, but too dangerous 
SWIFT drifters blown southward into the restricted area, others move SW (Fig. 1.4) 
 
March 24 (yd 83) 
Weather: improved  
Recovered MLFs and most EM-APEXs by 9:15 am  
Restricted area was open; recovered SWIFTS and EM-APEX #6678 
The weather was forecast to be stormy for the next few days.  What to do? 
Ship goes to Catalina Harbor. 
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Figure 1.2: Cruise track 1.  

 
IDs and times are noted here 

 
Figure 1.3: Cruise track 2. 
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Figure 1.4: Map of asset locations 23 March 2017. 

 
March 25 (yd 84) 
Back out for hole between storms 
MLF #82, SWIFT #17 and #25 
Short deployment 11:00 am – 4:00 pm 
 
March 26 (yd 85) 
Deploy: ~8:00 am EM-APEX #6673, SWIFT #25 and #17, MLF #81 and MLF #83 
Recover: ~7:00 pm, SWIFT #81 and #82; SWIFT #83 and EM-APEX #6672 stay 

out for the storm 
The ship goes to Catalina Harbor 
 
March 27 – Ship stays at Catalina 
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March 28 (yd 87) 
Short deployments in Catalina Channel 
Deploy: ~11:00 am MLF #81 and #82, SWIFT #22, #23, #24, and #25 in a small 

square  
 
March 29 (yd 88) 
Recover: MLF #83 and EM-APEX #6672 
 

 
Figure 1.5: Tracks of first 3-day operation. 
 

Deployment (short): all 8 SWIFTS near R/P FLIP for intercomparison 
Deployed: ~5:30 pm, back at ‘START’ EM-APEX #6667, #6671, #6675, and 

#6678; SWIFT #17; MLF #81, #82, and #83 
 
March 30 (yd 89) 
Recover: 10:00 am, SWIFT #17   
Go to Catalina for the third storm 
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March 31 (yd 90) 
Stay at Catalina 
 
April 1 (yd 91) 
Recover: all by 10:00 am 
Redeploy: ~2:00 pm, floats for a long period of nicer weather; deploy at three 

nearby points. “Start” = MLF #81, #82, and #83, EM-APEX #6672 and #6667, SWIFT 
#12 and #17; “B” = EM-APEX #6675, and #6678; “A” = EM-APEX #6674 

 

 
Figure 1.6: 1 April float locations. 

 
April 2 (yd 92) 
Naval GPS outage 10–11 am 
Floats continue on the mission 
Recover and reposition SWIFT #12 and #17 to near Lagrangian 
Four SWIFT v4 deployed during the day 
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April 3 and 4 (yd 93 and 94) 
Repeat April 2 
 
April 5 (yd 95) 
Recover all assets by 2:00 pm 
Head for home 
 
April 6  
Demobilize 
 

1.3 Plots 
 

 
Figure 1.7: R/P FLIP wind speed and direction (similar measurements on R/V Sproul). 
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Figure 1.8: Potential density of all Lagrangian floats. 

 
 

Figure 1.9: EM-APEX density and velocity. 
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PART II. SALINITY AND TEMPERATURE DATA CALIBRATION 

2.1 Introduction 
This report contains the calibration of salinity and temperature data for three Mixed-

layer Lagrangian Floats (MLFs), six Electromagnetic Autonomous Profiling Explorer 
(EM-APEX) floats and seven Surface Wave Instrument Float with Tracking (SWIFT) 
drifters deployed during the LC–DRI field campaign 21 March – 5 April 2017. Several 
factors affect the accuracy of the temperature and salinity sensors including, 1) 
instrument resolution and accuracy – these are determined by the type of CTD on the 
platform and sensor drift over time; 2) lateral gradients of the ocean – if lateral gradients 
are large it will be difficult to inter-calibrated nearby floats; 3) depth resolution and 
sampling depth – the EM-APEX takes independent measurement about every 2–3 m, a 
profiling MLF takes independent measurements about every ~0.2 m, and SWFIT has 
fixed depth CTDs near the surface; 4) sampling method – the profiling floats vs. drifter 
and shipboard-underway fixed depth measurements. 

MLFs profiled to ~50 m depth and EM-APEXs profiled to ~150 m depth in most of 
the deployments. SWIFT drifters, however, remain on the sea surface with a fixed depth 
CTD measuring the near-surface layer. This calibration report is focused on the salinity 
correction utilizing the temperature–salinity diagram and depth interpolation. Two sets of 
calibrations are described in this report. The EM-APEX vs. MLF salinity calibration 
(section 2.6) and the SWIFT vs. MLF temperature and salinity calibration (section 2.7).  

 
2.2 MLF 

The Mixed-layer Lagrangian Float (MLF) was developed and built at the Applied 
Physics Laboratory of the University of Washington (APL-UW) (D'Asaro 2003). The 
1.5-m-long instrument was designed to measure turbulence in the ocean mixed layer by 
accurately following the three-dimensional motion of water parcels through a 
combination of active neutral buoyancy maintenance and high-drag provided by 
controllable, flexible drogues. Compared to other types of floats (e.g., Argo floats), MLFs 
have an adaptable automatic buoyancy control and a relatively heavy payload. These 
floats can provide a uniform sampling of mixed layer turbulence in a fully Lagrangian 
water-following mode. They can also operate in isopycnal or isopycnal/Lagrangian 
modes in the pycnocline, or profile across a given depth range. The MLFs used in this 
experiment are MLF #81, #82, and #83 (Fig. 2.1). The MLF is equipped with two sets of 
CTDs sensors on both ends of the float separated by 1.5 m, thus the top sensor only 
measures the water column near the surface (<1.5 m depth). The vertical resolution of 
MLF CTD data is ~0.1 m.  
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2.3 EM-APEX  
The EM-APEX float combines the standard Teledyne Webb Research Corp. APEX 

profiling float with an APL-UW developed subsystem that measures the motionally 
induced electric fields generated by the ocean currents moving through the vertical 
component of the earth’s magnetic field (Sanford et al. 2005). The EM-APEX floats used 
in this experiment are #6667, #6671, #6672, #6674, #6675, and #6678. The vertical 
resolution of EM-APEX CTD data is ~2–3 m.  

 
2.4 SWIFT 

A Lagrangian drifter, the Surface Wave Instrument Float with Tracking (SWIFT), 
was developed by Jim Thomson’s group at APL-UW. It is designed to follow the time-
varying free-surface while collecting high-resolution profiles of turbulent velocity 
(Thomson 2012). The wave-following reference frame method (Gemmrich 2010) is 
adapted. The velocity fluctuations are used to estimate the turbulence dissipation rate 
(Wiles et al. 2006). SWIFT drifters used in this experiment are #12 and #13 with CT 
sensors at 0.5 m depth, SWIFT #16 and #17 with CT sensors at 0.2, 0.5, and 1.2 m 
depths, and SWIFT #22, #23, #24, and #25 with CT sensors at 0.2 m depth. The SWFIT 
#25 CT sensor malfunctioned during the experiment, thus it is not included in this report. 
The raw CT data on the SWIFT has a temporal resolution of 2 s, and the reported data 
products are ensemble averages every 12 min.  

 
2.5 Experiment location and periods 

The LC–DRI field experiment was conducted in the region between San Nicolas 
Island, Santa Catalina Island, and San Clemente Island on 21 March – 5 April 2017 (Fig. 
2.2). The 16-day timespan is separated into five periods, each about 1–3 days. Various 
numbers of floats and drifters were deployed. All MLFs were deployed in each of the 
periods, though in period 3 MLF #81 and #82 only were deployed for a few hours in two 
incidents. Five EM-APEXs were deployed in periods 2 and 5, four EM-APEXs were 
deployed in period 4, three EM-APEXs were deployed in period 1, though EM-APEX 
#6678 returned only two profiles in this deployment, and one EM-APEX was deployed in 
period 3. Four SWIFTs were deployed in periods 1 and 2. All eight SWIFTs were 
deployed in two incidents in period 3 for a few hours. Six SWIFTs were deployed in 
period 5 with SWIFT #22, #23, #24, and #25 deployed for a few hours in three incidents, 
and SWIFT #12 and #17 deployed for ~4 days (Fig. 2.3 and Table 2.1).  

 



_______________________UNIVERSITY OF WASHINGTON • APPLIED PHYSICS LABORATORY_________________ 

11   APL-UW TR 2002 

2.6 EM-APEX vs. MLF salinity calibration  
2.6.1 Description  
Data from six EM-APEX and all MLF floats are used for inter-calibration analyses. 

The averaged float path of MLF #92 and #93 is used as the default reference after an 
initial inspection of the data quality of these two MLFs. The EM-APEX intercepts within 
±1 km of the mean location of MLF #92 and #93 and within ±1 hr are used for 
comparison. The float paths of each period are shown in Fig. 2.4. The thick black line 
indicates the reference float 𝑀𝐿𝐹$%& (the average path of MLF82 and MLF83). The grey 
patch is the ±1-km width of the black line. The open circles are the float locations 
represented by different colors. The solid circles are the floats within ±1 km and ±1 hr of 
𝑀𝐿𝐹$%&. The T–S diagrams are plotted according to each deployment period.  

2.6.2 Calibration procedure  
Depth selection:  
The profiling depth of EM-APEX is ~150 m and MLF is ~50 m. To compare the T–

S diagrams of MLF and EM-APEX floats, data at depth 2–40 m for periods 1, 2, and 4, 
depth 2–35 m for period 3, and 2–20 m for period 5 are used. The depth 2–20 m was 
adopted for period 5 due to the fact that MLF #81 was set to profile 0–10 m in this 
deployment. The starting depth of 2 m is selected so that the top CTD of the MLF never 
rises above the surface. This prevents the biased data to be included in the T–S diagram. 
The top CTD of the MLF is at the surface for a depth of ~1.4 m. 

Reference float (𝑀𝐿𝐹$%&):  
The average location and time of MLF82 and MLF83 are used as a reference float 

(Eqn. 2.1) because these two floats seem relatively stable over the deployment. We 
interpolated the MLF82 and MLF83 locations into uniform time then averaged the 
locations. The salinity data of the other floats are adjusted to match the average salinity of 
these two floats (four CTDs, including top and bottom sensors).   

𝑀𝐿𝐹$%& 𝑥, 𝑦, 𝑡 = 	-./01 2,3,4 	5	-./06 2,3,4
7

                                           (2.1) 

Data selection for calibration:  
Each profile 𝑇9 (where n is the profile number) is checked against the reference 

float 𝑀𝐿𝐹$%&. Only the data within a ±1 km vicinity and ± 1 hr are used in the calibration 
(Fig. 2.4, Eqn. 2.2 and 2.3).    

  𝑇9 𝑥, 𝑦 − 𝑀𝐿𝐹$%& 𝑥, 𝑦, 	 ≤ 1𝑘𝑚                                                 (2.2) 

𝑇9 𝑡 − 𝑀𝐿𝐹$%& 𝑡 	 ≤ 1ℎ                                                  (2.3) 
Linear least square fits:  
Scatter plots of T–S are made for each CTD sensor and the least square fits are 

applied to the data within ± one standard deviation of the mean potential temperature of 
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each group. Then the data within two standard deviations of the first fit are used to 
reproduce the linear fit. In general, about 20–40% of data are excluded from the first fit, 
and 1–2% of data are excluded from the second fit. Figures 2.5–2.9 [subpanel (a) in each] 
show the T–S diagram with fitting results of periods 1–5. The number in the legend box 
indicates the number of points after depth and spatial screening. The first percentage 
number indicates the portion of data outside the one standard deviation of potential 
temperature being removed before the first fit. The second percentage number indicates a 
portion of data outside two standard deviations of data being removed after the first fit. 
The thin vertical dashed line is the mean potential temperature of each CTD. The thick 
vertical grey line is the average of mean potential temperature. The grey dashed line is 
one standard deviation.   

Salinity offset adjustment:  
The average of the mean potential temperatures is used to determine the salinity 

offset. This is because the slopes of the fit lines are not necessarily uniform (Fig. 2.5–2.9) 
[subpanel (b) in each]. The final offset is calculated using the average offset over five 
periods (Eqn. 2.4).  

 
𝑆ABCC%A4%D = 𝑆BEF + 𝑆B&&F%4                                                         (2.4) 

 
2.6.3 Results  
A final salinity offset for each float is calculated using the average of periods 1–5 

(Table 2.2). The offsets for each calibration interval are shown in Fig. 2.10a. The mean 
and one standard deviation of the calibration after offsets applied are shown in Fig. 2.10b. 
Temperature calibration uses the distance of MLF #82 and SWIFTs — 2 km. SWIFT #17 
at period 4 seems biased, and was not included in the mean offset calculation. The 
estimation of salinity accuracy after calibration is ~0.0015 psu (one standard deviation of 
final fits).  
 

2.7 SWIFT and MLF temperature and salinity calibration 
2.7.1 Description 
Data from three MLF floats and seven SWIFT drifters are used for temperature and 

salinity inter-calibration. SWIFT is equipped with fixed depth CT sensors near the 
surface. SWIFT #12 and #13 have CT sensors at 0.5 m depth, SWIFT #16 and #17 at 0.2, 
0.5, and 1.2 m depths, and SWIFT #22, #23, #24, and #25 at 0.2 m depth. Only the MLF 
top CTD sensor is able to profile the near-surface water column at depths < 1.4 m. Only 
the MLF top sensor data is used for calibration. MLF #92 was selected as reference float 
after the initial inspection of data quality. The SWIFT Anderaa CT sensor has 
temperature accuracy of ±0.05°C and the MLF SBE-41 has temperature accuracy of 
±0.002°C. It is important to check the temperature offset before the T–S diagram fits. The 
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R/V Sproul underway CT data, assuming a water intake at 1.2 m depth, is also included 
in this inter-calibration.  

2.7.2 Calibration procedure 
Data interpolation: 
The MLF and SWIFT temperature, salinity, and location data are first interpolated 

to uniform 10-min intervals. (The SWIFT data are reported at 12-min intervals.) Then the 
MLF data are interpolated to SWIFT CT sensor depths.  

Finding temperature offsets: 

The scatter plots of distance vs. ∆𝑇 = 𝑇 𝑡, 𝑥 − 𝑇IJ&K7 𝑡, 𝑥  (temperature 
difference from MLF #92) are used to determine the temperature offsets [Fig. 2.11 (a)–
(c) period 1, (d)–(f) period 2, (g)–(i) period 3, (j)–(l) period 4, and (m)–(o) period 5]. The 
mean temperature difference within the 2-km range is calculated as the temperature offset 
for each period. The average ∆𝑇 of period 1–5 is calculated as the final temperature offset 
of each sensor (Fig. 2.12, Table 2.3). The SWIFT #17 at period 4 seems biased thus it is 
not included in the average ∆𝑇 calculation. The R/V Sproul was positioned > 2 km away, 
yielding no result in temperature offset. Zero temperature offset is used in R/V Sproul 
data.  

Data selection for calibration:  
Each data sample point 𝑆9 (where n is the data sample number) is checked against 

the reference float 𝑀𝐿𝐹K7 . Only data within ±5 km vicinity and within ±5 hr are used in 
the calibration [Figs. 2.13–2.17; subpanel (c) in each].    

  𝑆9 𝑥, 𝑦 − 𝑀𝐿𝐹K7 𝑥, 𝑦, 	 ≤ 5	𝑘𝑚                                               (2.5) 
   𝑆9 𝑡 − 𝑀𝐿𝐹K7 𝑡 	 ≤ 5ℎ                                                     (2.6) 

 
Linear least squares fits:  
Scatter plots of T–S are made for each CTD sensor and the least squares fits are 

applied using a method similar to that described in section 2.6 (Figs. 2.13–2.17). 
Salinity offset adjustment:  
The average of the mean potential temperatures is used to determine the salinity 

offset. The final offset is calculated using the average offsets over five periods (Eqn. 2.4).  
2.7.3 Calibration results  
Figures 2.13–2.17 show the salinity calibration after applying the temperature offset 

for each SWIFT drifter. The final salinity offset is acquired by averaging over periods 1–
5. (Fig. 2.18, Table 2.4). The results show that SWIFT #16 and #17 at 0.2 m depth have 
the larger salinity correction values of 3.04 psu and 1.48 psu, respectively. The large 
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values indicate that at the near-surface depth of 0.2 m the SWIFT data may be 
contaminated by the bubbles in the water.   

At 0.5 m depth, SWIFT #11, #12, #16, and #17 have salinity correction values of 
~0.2 psu. At 1.2 m depth, SWIFT #16 and #17 have salinity correction values at ~0.1 and 
~0.05 psu, respectively. The values are closely related to the accuracy of the salinity 
sensor. The R/V Sproul has a small salinity correction value of 0.0067 psu, assuming the 
temperature sensor is correct.  

 

2.8 Summary  
Two sets of sensor corrections, MLF vs. EM-APEX and MLF vs. SWIFT, are 

performed for the LC–DRI field experiment data. The salinity correction value is made 
by utilizing the T–S diagram and least squares fits with careful data selection. The 
salinity corrections for MLF vs. EM-APEX are given in Table 2.2. The temperature and 
salinity corrections for SWIFT are given in Tables 2.3 and 2.4, respectively. For the MLF 
vs. EM-APEX calibration, the average salinity of MLF #82 and #83 top/bottom sensors is 
used as a reference. The calculated salinity offset for EM-APEX #6667, #6672, and 
#6678 is ~ 0.004 psu, for EM-APEX #6671 and #6674 is ~0.001 psu, and for EM-APEX 
#6675 is ~−0.001 psu. For seven SWIFTs at 0.2, 0.5 and 1.2 m, the calculated 
temperature offset varies from −0.1 to 0.1°C; the calculated salinity offset varies from 
−0.003 to 0.2 psu. In general, the correction value is related to the accuracy of the 
conductivity sensors except for the value for SWIFT #16 and #17 at 0.2 m depth, which 
is relatively large. This may be due to the bubble entrainment near the surface. A follow-
up study is needed to determine the actual causes.   

   
Appendix A: CTD Specifications 

A.1. SBE 41 ARGO CTD  
The EM-APEX and MLF were equipped with the SBE 41-argo-ctd sensor (Fig. 

2.19). The temperature accuracy is ±0.002°C and salinity accuracy is ±0.002 psu (Table 
2.5). (±0.05 mS/cm) 

 
A.2. Aanderaa 4319 CT 
The SWIFT drifters were equipped with Aanderaa 4319 CT sensors (Fig. 2.20). The 

temperature accuracy is ±0.05°C (0.09°F)/ ±0.1°C (0.18°F). The conductivity accuracy is 
±0.05 mS/cm (4319A) or ±0.018 mS/cm (4319B) (Table 2.6). 
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PART III. WAVE ENERGY SPECTRUM COMPARISONS 

3.1 Introduction 
During the experiment, eight SWIFT drifters and a Datawell Waverider MK IIII, 

moored at Coastal Data Information Program (CDIP) station 299 at San Nicolas Island 
East, CA, were deployed for surface wave observations. We report the wave products 
from SWIFT drifters (Lagrangian) and CDIP buoy (Eulerian) platform to determine data 
quality.  

 
3.2 SWIFT 

A Lagrangian drifter, the SWIFT was developed by Jim Thomson’s group at APL-
UW (Fig. 3.1). It is designed to follow the time-varying free-surface while collecting 
high-resolution profiles of turbulent velocity (Thomson 2012). The wave-following 
reference frame method (Gemmrich 2010) is adapted. The velocity fluctuations are used 
to estimate the turbulence dissipation rate (Wiles et al. 2006). Two versions of the SWIFT 
were used in this experiment: SWIFT v3 #12, #13, #16 and #17, and SWIFT v4 #22, #23, 
#24 and #25. The data products used in this report are significant wave height, wave 
energy spectra, and peak wave direction. The wave products are calculated from GPS and 
IMU signals, following the methods of Herbers et al. (2012) and Thomson et al. (2018). 
The temporal resolution of SWIFT data is 12 min. The wave energy spectra product has 
42 frequency bins from 0 to 0.5 Hz at resolution 0.0117 Hz.   

 
3.3 CDIP – wave buoy 

CDIP at the Scripps Institution of Oceanography, University of California, San 
Diego measures, analyzes, archives, and disseminates coastal environment data (Fig. 3.2). 
During the LC–DRI field campaign, a CDIP wave buoy was deployed in the vicinity of 
the experiment field. The CDIP data product has a temporal resolution of 30 min. The 
wave energy spectra have 64 frequency bins. Bins 0–0.1 Hz have resolution of 0.005 Hz 
and bins 0.1–0.58 Hz have resolution of 0.01 Hz. CDIP buoys are available commercially 
as Waverider MKII buoys from Datawell, which is based in the Netherlands. The wave 
products are calculated from the conventional pitch, roll, and heave motions of the buoys.  

 
3.4 Experiment location and periods 

The LC–DRI field experiment was conducted in the region between San Nicolas 
Island, Santa Catalina Island, and San Clemente Island on 21 March – 5 April 2017 (Fig. 
3.3). The 16-day timespan is separated into five periods each about 1–3 days. Four 
SWIFTs were deployed in period 1 and 2, eight SWIFTs were deployed in two incidents 
in period 3 for a few hours. Six SWIFTs were deployed in period 5 with SWIFT #22, 
#23, #24, and #25 deployed for a few hours in three incidents and SWIFT #12 and #17 
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deployed for ~4 days. The deployment times and periods are shown in Figure 3.4 and 
Table 2.1.  

 
3.5 Data description 

The data from SWIFT drifters and the CDIP wave buoy are first interpolated into 
10-min uniform intervals. The original SWIFT data have a temporal resolution of 12 min 
and CDIP data have a temporal resolution of 30 min. Then the CDIP wave energy data 
are interpolated to the same frequency bins and limits as the SWFITs (0–0.5 Hz with bin 
size 0.0117 Hz) to calculate the total wave energy 𝐸	𝑑𝑓, the cross product of wave 
energy 𝐸	×	𝑓, and the cross product of frequency compensated wave energy 𝐸×𝑓Q. The 
compensated 𝐸×𝑓Q spectra are related to the mean square slope of the waves, which 
provide a high-frequency weighting similar to that of the Stokes drift calculation.  

The comparison of each SWIFT deployment is shown in Figs 3.5–3.40. Each 
subpanel (a) shows the drifter tack and CDIP location; subpanel (b) shows the 
comparison of wave energy spectra; and (c) shows the comparison of frequency 
compensated spectra (𝐸 ∙ 𝑓Q). In all, the thick color line is the mean and the thin color 
line is ± 1 standard deviation, and the thick black line is CDIP mean and the grey shaded 
area is CDIP ± 1 standard deviation. The time series of the distance between SWIFT and 
CDIP, Hs, the peak wave direction, 𝐸	𝑑𝑓, 𝐸	×	𝑓, and 𝐸×𝑓Q are shown in subpanels 
(d)–(i), respectively. The comparison suggests that the data are in agreement when the 
distance between both platforms is < 30 km. Thus the periods 3−1, 3, 5, 6, 8, and 12 
(Figs. 13, 15, 17, 18, 20, and 24, respectively) with separation distance greater than 30 
km are not used to estimate data quality. 

  
3.6 Range vs. significant wave height 

The scatter plots of distance vs. significant wave height (Hs) and ∆𝐻𝑠 = 𝐻𝑠FUV&4 −
𝐻𝑠WXYZ are shown in Fig. 3.41. The upper distance limit is set at 20 km. The subpanels 
(a)–(b) are period 1, (c)–(d) are period 2, (e)–(f) are period 3, (g)–(h) are period 4, and 
(i)–(j) are period 5. The ∆𝐻𝑠 average of period 1–5 is shown in Fig. 3.42. The result 
suggests the average ∆𝐻𝑠 for SWIFT #22, #23 and #25 is ~ 0.003 m, for SWIFT #24 is ~ 
−0.05 m, and for SWIFT #11, #12, #16, and #17 is ~ –0.2 m.  

 
3.7 Range vs. total wave energy  

The scatter plots of distance vs. total wave energy (𝑊𝑎𝑣𝑒	𝐸 = 𝐸	𝑑𝑓) and 
∆𝑊𝑎𝑣𝑒	𝐸 = 𝑊𝑎𝑣𝑒	𝐸FUV&4 −𝑊𝑎𝑣𝑒	𝐸WXYZ are shown in Fig. 3.43. The subpanels (a)–(b) 
are period 1, (c)–(d) are period 2, (e)–(f) are period 3, (g)–(h) are period 4, and (i)–(j) are 
period 5. The ∆𝑊𝑎𝑣𝑒	𝐸 average over period 1–5 is shown in Fig. 3.44. The result  
suggests that the average ∆𝑊𝑎𝑣𝑒	𝐸	 for SWIFT #22, #23, and #25 is ~ 0.02 m2, for 
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SWIFT #24 is ~ −0.01 m2, for SWIFT #16 is –0.02 m2, and for SWIFT #11, #12, and #17 
is ~ –0.05 m2.  

 
3.8 Range vs. cross product of compensated energy 

To compare the energy in the higher frequency band, the cross product of 
compensated energy spectra	𝐸×𝑓Q was used. The scatter plots of distance vs. 𝐸×𝑓Q and 
∆	(𝐸×𝑓Q) are shown in Fig. 3.45, where   

 ∆	(𝐸×𝑓Q) = 𝐸×𝑓QFUV&4 − 𝐸×𝑓
Q
WXYZ                                        (1) 

The subpanels (a)–(b) are period 1, (c)–(d) are period 2, (e)–(f) are period 3, (g)–(h) 
are period 4, and (i)–(j) are period 5. The ∆	(𝐸×𝑓Q) average over period 1–5 is shown in 
Fig. 3.46. The result suggests that the average ∆	(𝐸×𝑓Q)	 is ~−2 x 10–3 m2 Hz3 except for 
SWIFT #25, which is ~−5 x 10–3 m2 Hz3.  

 
3.9 Root mean square error 

The root mean square error (RMSE) is calculated as 

 𝑅𝑀𝑆𝐸 = b
9

𝑦WXYZ − 𝑦cdY/e
79

fgb                                    (2) 

The RMSE of Hs, ∆𝑊𝑎𝑣𝑒	𝐸, 𝐸	×	𝑓, and 𝐸×𝑓Q between SWIFT and CDIP for each 
deployment period are shown in Figs. 3.5−3.40. Excluding the periods with a mean 
separation distance greater than 30 km (periods 3−1, 3, 5, 6, 8, 12), the RMSE of Hs is 
0.25 ± 0.08 m, the RMSE of ∆𝑊𝑎𝑣𝑒	𝐸 is 0.057 ± 0.029 m2, the RMSE of 𝐸	×	𝑓 is 0.49 ± 
0.32 m2, the RMISE of 𝐸×𝑓Q is 0.0054 ± 0.0031 m2, and RMSE of peak wave direction 
is 22.4 ± 11.3 degrees. 

 
3.10 Percent error of significant wave height 

The percent error (PE) of the significant wave height is calculated as  

𝑃𝐸	 = 	 ∆	(iF)
iFjklm

×100                                                  (3) 

The PE in each period is printed on subpanel (e) of Figs. 3.5–3.40. Excluding the 
periods with a distance greater than 30 km, the average PE of significant wave height is 
~13%.  

 
3.11 Summary  

These results are expected. The wave heights are scattered around the CDIP values, 
without many trends by a separation distance. This suggests that the CDIP product can be 
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used for LC–DRI analysis, with an assumption of spatial and temporal homogeneity 
within 30 km of this location. The total energy is similar because it is the square of the 
wave height. No significant bias was found in either dataset.  

  
Appendix B: CTD specifications 

The products from the CDIP wave buoy station 229 deployed during the LC–DRI 
field experiment are shown in Figs. 3.47–3.50 and Table 3.3.  
  



_______________________UNIVERSITY OF WASHINGTON • APPLIED PHYSICS LABORATORY_________________ 

19   APL-UW TR 2002 

Table 2.1: Five deployment periods 

Period start end duration 
1 2017–03–20 14:00 2017–03–22 20:00 2 days 8 hr 
2 2017–03–23 23:00 2017–03–24 16:00 17 hr 
3 2017–03–25 18:00 2017–03–30 00:00 ––– 
4 2017–03–30 01:00 2017–04–01 17:00 2 days 16 hr 
5 2017–04–01 20:00 2017–04–05 20:00 4 days 
 
 
 

Table 2.2: Salinity correction MLF vs. EM-APEX  

Instrument Mixed Layer float 

Serial # 
81 82 83 

top bottom top bottom top bottom 

𝑆B&&F%4 (psu) 0.01211 0.01153 0.00178 0.00001 –0.00429 0.00250 
Instrument EM-APEX float 

Serial # 6667 6671 6672 6674 6675 6678 

𝑆B&&F%4 (psu) 0.00047 0.01220 0.00434 0.00108 –0.00129 0.00413 
* final salinity offset for each CTD sensor    
**𝑆ABCC%A4%D = 𝑆BEF + 𝑆B&&F%4      
*** reference value is the average of MLF #82 and #83 top/bottom sensors (grey 
shaded areas).  

 
 

Table 2.3: Temperature correction for SWIFT  

Depth SWF#11 SWF#12 SWF#16 SWF#17 SWF#22 SWF#23 SWF#24 

0.2 m --- --- −0.0978 0.0138 −0.1790 −0.1262 −0.0714 

0.5 m −0.0244 −0.0961 −0.1168 −0.1022 --- --- --- 

1.2 m --- --- –0.0574 −0.0673 --- --- --- 

*  𝑇ABCC%A4%D = 𝑇BEF + 𝑇B&&F%4; unit: °C 
** Reference sensor is MLF #82 CTD top sensor.  
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Table 2.4: Salinity correction for SWIFT  

Depth SWF#11 SWF#12 SWF#16 SWF#17 SWF#22 SWF#23 SWF#24 R/V 
Sproul 

0.2 m --- --- 3.0405 1.4828 0.0602 −0.0351 −0.0365 --- 

0.5 m 0.190 0.2601 0.2014 0.2014 --- --- --- --- 

1.2 m --- --- 0.0917 0.0458 --- --- --- 0.0067 

* 𝑆ABCC%A4%D = 𝑆BEF + 𝑆B&&F%4; unit: psu      
** Reference sensor is MLF #82 CTD top sensor.  

 
 
Table 2.5: Specification of Seabird SBE 41 CTD module for MLF  

  Calibration 
Standard 

Initial 
Accuracy 

Typical 
Stability 

Temperature 
 (°C) ITS-90 ± 0.002 0.0002 

per year 

Conductivity IAPSO Standard 
Seawater 

± 0.002 
(equivalent salinity) 

0.001per year 
(equivalent salinity) 

Pressure Deadweight tester & 
pressure reference ± 2 dbar 0.8 dbar 

per year 

source: www.seabird.com/sbe41-argo-ctd 
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Table 2.6: Specifications for SWIFT Aanderaa 4319 CT 

 
source: www.aanderaa.com/media/pdfs/conductivity-sensor-4319.pdf 
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Table 3.1: Specifications for SWIFT v3 

 
 
 
Table 3.2: Specifications for SWIFT v4 

 
 
 
  

SWIFT: Surface Wave Instrument Float with Tracking, v3 
 
   

Hull  Anodized aluminum 
Power 14 VDC, Alkaline or Lithium D cell packs 
Weight 30 kg in air 
Dimensions 1.25 m draft, 1.0 m mast, 0.35 m diameter 
Shipping crate 1.65 m length, 0.5 m width, 0.5 m depth 
Endurance 20 days (Alkaline), 60 days (Lithium) 
Tracking (RF) Garmin Astro DC40 or AIS 
Tracking (Iridium) Geoforce SmartOne (global) 
Telemetry Iridium SBD 
Processor Sutron Xpert 
Profiler 2 MHz Nortek Aquadopp HR 
Met Airmar PB200 or RM Young 8100 
IMU Microstrain 3DM-GX3-35 
CT Aanderaa 4319 
Camera 123 Camera Y201-TTL  
Light Yellow 1s strobe 

 
 
SWIFT drifters were developed by Jim Thomson’s group in the Applied Physics Lab at 
the University of Washington.  The primary purpose of the drifter is to measure 
turbulence at the ocean surface in a wave-following reference frame.  The turbulence 
measurements use up-looking pulse-coherent Doppler profilers.  Secondary 
measurements include directional wave spectra, surface winds, salinity, water 
temperature, air temperature, and surface images. Capabilities include onboard 
processing, Iridium SBD data telemetry, and month-long endurance.  An alternative 
version uses a down-looking Doppler profiler for estimates of mixing up to 20 m depth.  
An upgrade uses an RM Young 3-D sonic anemometer to estimate the turbulence wind 
stress.   
 
Since 2009, SWIFTs have been deployed to study air-sea interaction, wave breaking, 
and surface mixing at locations worldwide, totally over 20,000 hours of data collection.  
SWIFTs have also been deployed to study wave-ice interactions in the Arctic and have 
been air-dropped by helicopters to study extreme wave conditions. 
 
Drift deployments can last from a few hours up to one month.  Drift speeds are 
approximately 5% of the surface winds, in the absence of currents.  SWIFTs are tracked 
in real-time using a Garmin Astro radio collar or AIS beacon (continuous updates with 10 
km range) and an Iridium positioning beacon (updates once per hour with global 
coverage).  
 
The SWIFT drifter and associated methods are detailed in 2012 article in the Journal of 
Atmospheric and Oceanic Technology (vol. 29, p. 1866-1882).  More information, and 
online data, are available at http://www.apl.uw.edu/swift . 
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Table 3.3: CDIP station 229 daily maximum waves  
Time series start 

(UTC) 
Time series end 

(UTC) 
Time of max wave 

(UTC) 
C-T wave 

height 
(m) 

C-T wave 
period 

(s) 
2017-04-07 00:00:00 2017-04-07 23:59:59 2017-04-07 11:22 3.48 12.50 
2017-04-06 00:00:00 2017-04-06 23:59:59 2017-04-06 05:01 2.29 11.70 
2017-04-05 00:00:00 2017-04-05 23:59:59 2017-04-05 00:04 2.79 14.10 
2017-04-04 00:00:00 2017-04-04 23:59:59 2017-04-04 08:58 3.76 11.70 
2017-04-03 00:00:00 2017-04-03 23:59:59 2017-04-03 19:07 3.71 12.50 
2017-04-02 00:00:00 2017-04-02 23:59:59 2017-04-02 04:56 2.77 10.90 
2017-04-01 00:00:00 2017-04-01 23:59:59 2017-04-01 07:41 4.31 9.40 
2017-03-31 00:00:00 2017-03-31 23:59:59 2017-03-31 06:28 7.20 9.40 
2017-03-30 00:00:00 2017-03-30 23:59:59 2017-03-30 22:49 5.15 7.00 
2017-03-29 00:00:00 2017-03-29 23:59:59 2017-03-29 04:53 4.01 8.60 
2017-03-28 00:00:00 2017-03-28 23:59:59 2017-03-28 02:06 5.92 6.20 
2017-03-27 00:00:00 2017-03-27 23:59:59 2017-03-27 21:26 4.13 7.00 
2017-03-26 00:00:00 2017-03-26 23:59:59 2017-03-26 16:05 3.55 8.60 
2017-03-25 00:00:00 2017-03-25 23:59:59 2017-03-25 05:37 3.23 5.50 
2017-03-24 00:00:00 2017-03-24 23:59:59 2017-03-24 04:18 4.48 7.80 
2017-03-23 00:00:00 2017-03-23 23:59:59 2017-03-23 11:46 5.43 7.80 
2017-03-22 00:00:00 2017-03-22 23:59:59 2017-03-22 06:36 2.81 9.40 
2017-03-21 00:00:00 2017-03-21 23:59:59 2017-03-21 18:10 1.98 10.20 
2017-03-20 00:00:00 2017-03-20 23:59:59 2017-03-20 16:16 2.17 11.70 
2017-03-19 00:00:00 2017-03-19 23:59:59 2017-03-19 04:57 1.54 14.10 
2017-03-18 00:00:00 2017-03-18 23:59:59 2017-03-18 14:33 2.10 8.60 

source: http://cdip.ucsd.edu ; (C-T, crest to trough method) 
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Figure 2.1: MLFs, EM-APEXs, and SWIFTs on deck of R/V Sproul. 
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Figure 2.2: LC–DRI assets and R/V Sproul locations. 
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Figure 2.3: Deployment periods of MLFs, EM-APEXs, and SWIFTs.  
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Figure 2.4: The float paths of deployment periods 1–5 (a)–(e).  
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Figure 2.5: The T–S scatter plot for period 1, (a) uncalibrated, (b) calibrated.  

.  
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Figure 2.6: The T–S scatter plots for period 2, (a) uncalibrated, (b) calibrated. 
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Figure 2.7: The T–S scatter plots for period 3, (a) uncalibrated, (b) calibrated. 
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Figure 2.8: The T–S scatter plots for period 4, (a) uncalibrated, (b) calibrated. 
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Figure 2.9: The T–S scatter plots for period 5, (a) uncalibrated, (b) calibrated. 
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Figure 2.10: (a) The final calibration offset for each CTD sensors. (b) The salinity after 
calibration adjustment. The thick grey line indicates the mean and the thin grey lines 
indicate ± one standard deviation. 
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Figure 2.11: Distance and temperature offset between MLF #82 and other floats 
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Figure 2.12: The temperature offset for SWIFT at 0.2, 0.5 and 1.2 m depths.  
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Figure 2.13: SWIFTs vs. MLFs salinity calibration for period 1. 
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Figure 2.14: SWIFTs vs. MLFs salinity calibration for period 2. 
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Figure 2.15: SWIFTs vs. MLFs salinity calibration for period 3. 
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Figure 2.16: SWIFTs vs. MLFs salinity calibration for period 4. 
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Figure 2.17: SWIFTs vs. MLFs salinity calibration for period 5. 
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Figure 2.18: Final SWIFT salinity calibration offset.  
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source: http://www.seabird.com/sbe41-argo-ctd 

 
Figure 2.19: Sea-Bird SBE 41-ARGO-CTD. Source: 
www.aanderaa.com/media/pdfs/conductivity-sensor-4319.pdf 
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Figure 2.20: AANDERAA 4319 CT sensor. 
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Figure 3.1: Surface Wave Instrument Float with Tracking (SWIFT) – version 3. 
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Figure 3.2: A Datawell Waverider from the CDIP wave buoys. Source: cdip.ucsd.edu/ 
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Figure 3.3: LC–DRI SWIFT tracks and CDIP buoy location. 
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Figure 3.4: SWIFT deployment periods.  
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Figure 3.5: SWIFT #11 and CDIP wave energy measurement in period 1–1. 
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Figure 3.6: SWIFT #12 and CDIP wave energy measurement in period 1–2. 
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Figure 3.7: SWIFT #16 and CDIP wave energy measurement in period 1–3. 
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Figure 3.8: SWIFT #17 and CDIP wave energy measurement in period 1–4. 
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Figure 3.9: SWIFT #12 and CDIP wave energy measurement in period 2–1. 
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Figure 3.10: SWIFT #17 and CDIP wave energy measurement in period 2–2. 
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Figure 3.11: SWIFT #22 and CDIP wave energy measurement in period 2–3. 
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Figure 3.12: SWIFT #23 and CDIP wave energy measurement in period 2–4. 
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Figure 3.13: SWIFT #11 and CDIP wave energy measurement in period 3–1. 



_______________________UNIVERSITY OF WASHINGTON • APPLIED PHYSICS LABORATORY_________________ 

57   APL-UW TR 2002 

 
Figure 3.14: SWIFT #11 and CDIP wave energy measurement in period 3–2. 
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Figure 3.15: SWIFT #12 and CDIP wave energy measurement in period 3–3. 
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Figure 3.16: SWIFT #12 and CDIP wave energy measurement in period 3–4. 
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Figure 3.17: SWIFT #16 and CDIP wave energy measurement in period 3–5. 
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Figure 3.18: SWIFT #17 and CDIP wave energy measurement in period 3–6. 
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Figure 3.19: SWIFT #17 and CDIP wave energy measurement in period 3–7. 
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Figure 3.20: SWIFT #24 and CDIP wave energy measurement in period 3–8.  
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Figure 3.21: SWIFT #24 and CDIP wave energy measurement in period 3–9. 
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Figure 3.22: SWIFT #25 and CDIP wave energy measurement in period 3–10. 
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Figure 3.23: SWIFT #25 and CDIP wave energy measurement in period 3–11. 
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Figure 3.24: SWIFT #25 and CDIP wave energy measurement in period 3–12. 
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Figure 3.25: SWIFT #25 and CDIP wave energy measurement in period 3–13. 
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Figure 3.26: SWIFT #17 and CDIP wave energy measurement in period 4–1. 
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Figure 3.27: SWIFT #12 and CDIP wave energy measurement in period 5–1. 
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Figure 3.28: SWIFT #17 and CDIP wave energy measurement in period 5–2. 
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Figure 3.29: SWIFT #22 and CDIP wave energy measurement in period 5–3. 
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Figure 3.30: SWIFT #22 and CDIP wave energy measurement in period 5–4. 
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Figure 3.31: SWIFT #22 and CDIP wave energy measurement in period 5–5. 
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Figure 3.32: SWIFT #23 and CDIP wave energy measurement in period 5–6. 
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Figure 3.33: SWIFT #23 and CDIP wave energy measurement in period 5–7. 
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Figure 3.34: SWIFT #23 and CDIP wave energy measurement in period 5–8. 
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Figure 3.35: SWIFT #24 and CDIP wave energy measurement in period 5–9. 
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Figure 3.36: SWIFT #24 and CDIP wave energy measurement in period 5–10. 
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Figure 3.37: SWIFT #24 and CDIP wave energy measurement in period 5–11. 
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Figure 3.38: SWIFT #25 and CDIP wave energy measurement in period 5–12. 
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Figure 3.39: SWIFT #25 and CDIP wave energy measurement in period 5–13. 
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Figure 3.40: SWIFT #25 and CDIP wave energy measurement in period 5–14. 
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Figure 3.41: Distance vs. significant wave height (Hs) of SWIFTs and CDIP.   
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Figure 3.42: The difference of significant wave height period 1–5.  
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Figure 3.43: Distance vs. total wave energy of SWFITs and CDIP.   
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Figure 3.44. The difference of total wave energy over period 1–5.  
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Figure 3.45: Distance vs. compensated wave energy of SWFITs and CDIP.   
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Figure 3.46: The difference between compensated wave energy over period 1–5. 
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source: http://cdip.ucsd.edu 

 
Figure 3.47: CDIP station 229 significant wave height. 
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source: http://cdip.ucsd.edu 
 

Figure 3.48: CDIP station 229 San Nicolas Island East wave rose. 
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.  

 

 

source: http://cdip.ucsd.edu 
 

Figure 3.49: CDIP station 229 period rose. 
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Figure 3.50: CDIP station 229 energy/direction spectrum March 2017. 
  

April, 2017 

March, 2017 
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