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Comparisons between high resolution turbulence data from Admiralty Inlet, WA (USA), and a 65-meter
horizontal grid resolution simulation using the hydrostatic ocean modelling code, Regional Ocean Mod-
eling System (ROMS), show that the model’s k-e turbulence closure scheme performs reasonably well.
Turbulent dissipation rates and Reynolds stresses agree within a factor of two, on average. Turbulent
kinetic energy (TKE) also agrees within a factor of two, but only for motions within the observed inertial
sub-range of frequencies (i.e., classic approximately isotropic turbulence). TKE spectra from the observa-
tions indicate that there is significant energy at lower frequencies than the inertial sub-range; these
scales are not captured by the model closure scheme nor the model grid resolution. To account for scales
not present in the model, the inertial sub-range is extrapolated to lower frequencies and then integrated
to obtain an inferred, diagnostic total TKE, with improved agreement with the observed total TKE. The
realistic behavior of the dissipation rate and Reynolds stress, combined with the adjusted total TKE, imply
that ROMS simulations can be used to understand and predict spatial and temporal variations in turbu-
lence. The results are suggested for application to siting tidal current turbines.

� 2013 Elsevier Ltd. All rights reserved.
1. Introduction

Oceanographic circulation models use turbulence closure
schemes to represent processes at scales smaller than the resolu-
tion of the computational grid. Central to many of these schemes
is Kolmogorov’s theory for spectral energy transfer in three-dimen-
sional turbulent flows, wherein energy is input into a flow at large
scales and transferred to smaller scales. According to this theory, at
and above some critical wavenumber, the spectral energy density
in the system is approximately a function of only the wavenumber,
the turbulent dissipation rate, and the viscosity. This region is
called the equilibrium range and can be subdivided into two re-
gions: the inertial subrange and the viscous subrange. In the iner-
tial subrange, the energy can be interpreted as eddies which
degenerate into eddies of smaller scale (or larger wavenumber),
cascading the energy to smaller and smaller scales at the turbulent
kinetic energy dissipation rate, e, without the influences of viscos-
ity. The spectral form of the inertial subrange is

kðjÞ ¼ ae2=3j�5=3; ð1Þ
where k is the turbulent kinetic energy spectral density (also re-
ferred to as the TKE), j is the horizontal wave number, and a is a
universal constant whose approximate value has been found exper-
imentally. The turbulence is three-dimensional in nature and the
three components of the root-mean-square velocities are assumed
to be isotropic in the inertial range. The viscous subrange is at high-
er wave numbers where viscosity becomes important, and in which
energy is removed from the system at the turbulent dissipation
rate.

Differences in the mixing predicted by various turbulence
closure schemes have been shown by comparisons of model-pre-
dicted salinity along an estuary (e.g., Warner et al. (2005a,b)).
However, fewer comparisons can be found between model predic-
tions and turbulence velocity data itself, partially due to the diffi-
culty of obtaining the data. Two such studies, one of which was
in a tidally-dominated flow, found reasonable comparisons for dis-
sipation rate (Simpson et al., 2002; Stips et al., 2002). Another
study in a shallow tidal estuary compared model predictions with
data for Reynolds stresses, and found reasonable results (Wang
et al., 2011). In a partially stratified estuary, Stacey et al. (1999)
found a model over or underestimate of the TKE depending on
the stratification. Here, we use a new set of turbulence compari-
sons from Admiralty Inlet, WA, to understand the performance of
the turbulence closure scheme in the Regional Ocean Modeling
System (ROMS), and to obtain more insight into the turbulence
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dynamics. These comparisons focus on three parameters: turbu-
lent kinetic energy, turbulent dissipation rate, and Reynolds
stresses.

Admiralty Inlet is the main entrance to the Puget Sound, a fjord
estuary in western Washington State. Admiralty Inlet has peak cur-
rents of over 3.5 m/s, depths between 50 and 180 meters, and is
5 km wide at the northern-most constriction (see Fig. 1). Dynami-
cally interesting features are known to occur in the area, including
the development of fronts (Thyng, 2012), tidal headland-generated
eddies (Mofjeld and Larsen, 1984; Thyng, 2012), and areas of
hydraulic control (Seim and Gregg, 1995). The large kinetic energy
resource over a wide area makes Admiralty Inlet a strong candidate
for tidal hydrokinetic power development (Polagye et al., 2007;
Previsic et al., 2008; Haas et al., 2011; Kawase and Thyng, 2010).

A high level of turbulence is expected in Admiralty Inlet due to
strong shear and periodic density variations in the water column.
Turbulence is known to be a concern for turbine siting. In wind en-
ergy, many studies have examined turbulence as a cause of turbine
failure (Frandsen, 2007; Madsen and Frandsen, 1984; Sheinman
and Rosen, 1992; Thomsen and Sørensen, 1999; Wagner et al.,
2010). Turbulence is known to decrease turbine efficiency as well
as add additional stress onto the turbines (Sheinman and Rosen,
1992; Wagner et al., 2010). This has also been found to be the case
with tidal turbines (Maganga et al., 2010). Results herein are pro-
posed for use in selecting tidal turbine sites within Admiralty Inlet
that have acceptable levels of turbulence.
2. Methodology

2.1. Field data

Multiple data sets of the currents in Admiralty Inlet were col-
lected in 2011, as analyzed and discussed in Thomson et al.
(2012). A set of acoustic wave and current (AWAC) data were gath-
ered at a 56-meter-deep site near Admiralty Head from May to
June 2011. One acoustic Doppler velocimeter (ADV) set and one
acoustic Doppler current profiler (ADCP) set were gathered at a
22-meter-deep site near Nodule Point on Marrowstone Island in
February 2011, for which period measurements indicated that
stratification was not important during nonslack tides. Data loca-
tions are shown in Fig. 1. The ADV data were taken at a nominal
turbine hub height of 4.7 meters above the seabed. They have less
noise (error) in the measurements than the ADCP data, and are
thus the most trusted source for comparison. The ADCP gives data
Fig. 1. Map of Admiralty Inlet with turbulence data locations indicated with red
circles and colored contours showing bathymetry/topography in meters.
with height above the seabed, up to above 20 meters above the
seabed. Note that ADCPs and AWACs are similar devices from dif-
ferent manufacturers and will here be generally referred to as
ADCPs.

An additional ADV was deployed near Admiralty Head in June of
2012 to test the effectiveness of a new Tidal Turbulence Mooring, a
method of suspending an ADV mid-water column using strongly
heavy and buoyant attachments at the seabed and the top of the
line, respectively, to hold the system nearly vertical (Thomson
et al., 2013). This system is desirable for collecting high resolution
ADV measurements at a depth that is pertinent to tidal hydroki-
netic turbine deployment. Post-processing of the data is necessary
to remove motion contamination. This will not be used as the pri-
mary data in this work, but will be used in the discussion in
Section 5.

In order to use the ADCP data as well at the ADV data at Nodule
Point, the ADCP data are ‘‘pinned’’ to the ADV data such that data
taken at approximately the same height above the seabed by the
two systems have approximately the same values for the turbulent
kinetic energy and for the turbulent dissipation rate. In other
words, to roughly account for the larger error present in the ADCP
data, the ADCP data at Nodule Point are multiplied by a single
factor (the ratio of the average value from the ADV over the
average value from the ADCP at hub height) for the TKE and the
dissipation rate (Reynolds stress is not calculated from the ADCP
data) in order to match the hub height ADCP data to the hub height
ADV data.

The data at are taken at sampling rates of 1 to 32 Hz, depending
on the instrument, and processed using five minute windows,
which was found in Thomson et al. (2012) to be the shortest time
scale with a stable mean and variance in the data (i.e., stationarity).
The processed data sets include five-minute running average esti-
mates of speed (the mean flow), turbulent dissipation rate, and
horizontal and vertical turbulent kinetic energy (referred to as
TKEobs for future differentiation) for both sites at hub height, as
well as for a 20 meter profile above the seabed (from the ADCPs).
In addition, the ADV set at Nodule Point is used to estimate turbu-
lence spectra and Reynolds stresses.

The horizontal currents are rotated to be along and across the
principal axis, which is defined for each averaging window sepa-
rately. For each five minute averaging window, the mean flow
pointing along (across) the principal axis is called up (vp) and the
velocity fluctuations, u0p (v 0p), are taken as deviations around the
mean flow in each direction. By design, the turbulent kinetic en-
ergy is largely contained along the principal axis. However, the en-
ergy contained in the perpendicular direction will also be
considered because the model-predicted mean flow cannot be ro-
tated to the same axes as the data, since the data is rotated for each
five minute window and information from the model is output
every fifteen simulation minutes. Both horizonal axes of informa-
tion are included in comparisons in order to be as consistent as
possible between the data and model. The relationship between
the horizontal components of the TKEobs at Nodule Point is used
to infer the size of the across-axis component for the ADCP data
sets, as

P
ðu02p þ v 02p Þ=

P
u02p ¼ 1:64. This may be a low estimate for

the relationship between v 0p and u0p at Admiralty Head since the
flow behavior there is different from the behavior at Nodule Point,
with evidence that the TKEobs in the directions of the principal axes
are similar in size over a larger frequency range than at Nodule
Point (see discussion in Section 5.1).

Turbulence spectra are calculated from the ADV data at Nodule
Point using three overlapping sub-windows of 128 s, which are
then averaged together to reduce confidence intervals in the five
minute period analysis. Fig. 2 shows the time-averages of the
TKEobs spectra along and across the principal axis and along the
vertical axis at Nodule Point from Thomson et al. (2012).



Fig. 2. Turbulent kinetic energy density along (solid) and across (dashed) the
horizontal principal axis and the vertical axis (dash-dot) vs. frequency for data at
Nodule Point at hub height of 4.7 meters. Individual occurrences of data in time
spread around the mean half to a full order of magnitude but follow the same trend.
Data during slack tide (when the mean flow is less than 0.8 m/s) are not included.
Revised from Thomson et al. (2012), Fig. 8.
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Also included in Fig. 2 is the theoretical form f�5=3. This function
is found by applying Taylor’s frozen field approximation (Taylor,
1938), L ¼ up=f , to Kolmogorov’s theory (Eq. 1). In the approxima-
tion, the turbulence is assumed to be advected without distortion
over the wavelength L ¼ 2p=j at the mean speed of the horizontal
motion, up.

The resulting form of Kolmogorov’s spectra is:
kðjÞ ¼ ae2=3j�5=3

kðf Þ ¼ ae2=3 2pf
up

� ��5=3

kðf Þ ¼ a
ð2pÞ5=3 e2=3u5=3

p f�5=3:

ð2Þ
This theoretical form is consistent with TKEobs density shown in the
middle frequencies (0.2–2 Hz) of Fig. 2, where all three root-mean-
squared components of the turbulent velocities are similar (i.e.,
demonstrating rough isotropy). This range of the frequency spec-
trum was defined in Thomson et al. (2012) as the region in which
the vertical and horizontal TKEobs were equivalent to each other,
statistically, and to a universal f�5=3. That is, there is no statistically
significant difference at those frequencies between the spectral
components or the fit itself. The turbulent kinetic energy in this
range is found by integrating the TKEobs spectral density data using
values from only the frequencies in the range 0:2 < f < 2 Hz and
will be referred to as the classical TKEobs.

At lower frequencies, below 0.1 Hz, Fig. 2 shows a distinct sep-
aration between the horizontal and vertical components of turbu-
lent kinetic energy spectral density, with the along-principal (u02p )
component an order of magnitude larger than the vertical, and
the across-principal (v 02p ) component in between. This is indicative
of highly anisotropic turbulence, where there is different behavior
for horizontal and vertical motions, suggesting large, energetic,
horizontal eddies dominating the energy. Energy may be input di-
rectly into the system at these, or larger, scales. This large scale tur-
bulence is a significant portion of the total TKEobs, which is defined
as the integral of TKEobs density over all frequencies.
At high frequencies, above 2 Hz, the horizontal TKEobs becomes
flat as result of Doppler noise (Thomson et al., 2012). The vertical
component of the turbulent kinetic energy has less error and con-
tinues downward at about the same rate as in the middle fre-
quency range. For ADV data, the noise is a very small fraction of
the total TKEobs and can be ignored.

From the Taylor frozen field approximation, the lower
frequency range, from about 10�1 Hz to 10�2 Hz, corresponds to
horizontal scales on the order of 10–100 meters. The water depth
at Nodule Point is about 20 meters. In this frequency range the
water depth becomes shallow compared to the horizontal scales
of motion, which is probably the cause of the suppression of the
vertical velocity in this range, resulting in the strong anisotropy
in the kinetic energy components. Although the velocity field in
this frequency range is quasi-horizontal, the flow is not two-
dimensional since there is still strong variation in the vertical.
We hypothesize that the vertical shearing of the quasi-horizontal
motions leads to instabilities and turbulence at much smaller hor-
izontal scales, where the vertical motion is not suppressed. This
process results in a transfer of energy from the larger horizontal
scales, where the motion is quasi-horizontal, to smaller horizontal
scales, where the motion is classical, three-dimensional turbu-
lence. We discuss more justifications of this hypothesis as well as
its ramifications in Section 5.3.

2.2. Numerical model

The numerical simulation of Admiralty Inlet was run using the
Regional Ocean Modeling System (ROMS) (Shchepetkin and
McWilliams, 2005), using a k-e turbulence closure scheme (Warner
et al., 2005b). The equations of motion in ROMS are the set of prim-
itive equations (Haidvogel et al., 2008; Shchepetkin and McWil-
liams, 2005). These are the Navier–Stokes equations with the
hydrostatic and Boussinesq approximations. After decomposing
the velocities, pressure, and scalar concentrations into a mean
and fluctuation, e.g., u ¼ �uþ u0, the equations are time-averaged
in order to obtain a Reynolds-Averaged, Navier–Stokes (RANS)
form. Note that throughout this document, the overbar is dropped
from the mean properties. As an example, the equation for the u
momentum is given as

@u
@t
þ v � ru� f v ¼ � @/

@x
� @

@z
u0w0 � m

@u
@z

� �
: ð3Þ

Here, v ¼ ðu;v ;wÞ is the Cartesian mean velocity vector corre-
sponding to the spatial coordinate vector ðx; y; zÞ defined such that
ðx; yÞ gives the horizontal east–west and north–south position,
and z the vertical position; f ðx; yÞ is the Coriolis parameter; m is
the molecular viscosity; /ðx; y; z; tÞ is the dynamic pressure with
/ ¼ p=q0; and q0 is the background density. In the stress terms,
u0;v 0;w0 are fluctuations about the mean and the overbar represents
a time average.

The u-momentum equation is shown in Eq. 3 to indicate several
features in the formulation of this model. The vertical turbulent
diffusion is directly modeled (in the Reynolds stress terms)
whereas the gradients in the horizontal direction are assumed to
be small relative to other terms and are not considered. Although
it is possible to do so in ROMS, horizontal mixing is not explicitly
defined in this simulation, instead relying on the inherent numer-
ical mixing to maintain numerical stability.

The Reynolds stress term in Eq. 3 is parameterized as

u0w0 ¼ �KM
@u
@z
: ð4Þ

The equations for the v-momentum stress term and for the turbu-
lent tracer flux term are analogous to Eq. 4. KM is the vertical eddy
viscosity, whose form is given by
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KM ¼ c‘
ffiffiffiffiffiffi
2k
p

SM; ð5Þ

where c is a constant, ‘ is a turbulent length scale and SM is a stabil-
ity function of the local buoyancy and shear, and hence the local
Richardson number, whose full form can be found in Warner
et al. (2005b). Note that a principal effect of stable stratification
in the model is to limit the turbulence length scale according to:

‘2
6

0:56k

N2 for N2 > 0

as suggested by Galperin et al. (1988). These final terms are ad-
dressed in a turbulence closure scheme by determining the govern-
ing equations for the turbulent kinetic energy and length scale (or
related turbulent quantity).

Most of the turbulence closure schemes available in ROMS use
the generic length-scale framework (Umlauf and Burchard, 2003;
Warner et al., 2005b). In this framework, well-known formulations
are special cases of the generalized formulation and can be recov-
ered using the appropriate constants. All of the formulations use a
generic variable, w, to represent one turbulent field, which may be
turbulent dissipation rate, e, turbulent frequency, x, or turbulent
length scale, ‘. The turbulent kinetic energy, k, is the other param-
eter used in these two-equation models and is defined by

k ¼ 1
2

u02 þ v 02 þw02
� �

: ð6Þ

For the k-e scheme used in this work, w ¼ e and the turbulence
closure scheme governing equations are given by

Dk
Dt
¼ @

@z
KM

re
k

@k
@z

� �
þ Ps þ PB � e ð7Þ

De
Dt
¼ @

@z
KM

re

@e
@z

� �
þ e

k
ðce1Ps þ ce3PB � ce2eÞ; ð8Þ

where Ps is the shear production, PB is the buoyancy production,
and re

k and re are the Schmidt numbers for the eddy diffusivity of
turbulent kinetic energy and dissipation rate, respectively. The
forms for the production terms are given as

Ps ¼ �u0w0
@u
@z
� v 0w0 @v

@z
¼ KMM2; M2 ¼ @u

@z

� �2

þ @v
@z

� �2

ð9Þ

PB ¼ �
g
q0

q0w0 ¼ �KCN2; N2 ¼ � g
q0

@q
@z

; ð10Þ

with q the density which is dependent on pressure, temperature,
and salinity; KC the vertical eddy diffusivity, which has an analo-
gous form to KM given in Eq. 5; and N the buoyancy frequency.
The constant values are re

k ¼ 1:0;re ¼ 1:3; ce1 ¼ 1:44; ce2 ¼ 1:92,
and ce3 ¼ �1:0.

2.3. Numerical simulation

The numerical simulation described in this study was run in
ROMS with 65 meter horizontal resolution and 20 evenly-spaced
vertical layers for the month of September in 2006, using a k-e tur-
bulence closure scheme. This high resolution simulation is nested
inside a larger regional model of the inland waterways of western
Washington and the northeast corner of the Pacific Ocean, which is
described in Sutherland et al. (2011). The time step of the Admi-
ralty Inlet simulation was 5 s and model fields were output every
15 min. The minimum vertical layer thickness is 0.2 meters, occur-
ring at points that have the minimum depth allowed in the simu-
lation of 4 meters, and the maximum thickness is about 9.3 meters
and occurs where the domain is deepest (about 180 meters). The
bathymetry has been smoothed such that

r0 ¼max
Hi � Hi�1

Hi þ Hi�1

� �
� 0:2
for neighboring cells in water columns of depth Hi and Hi�1 (Beck-
mann and Haidvogel, 1993), and

r1 ¼max
zi;k � zi�1;k þ zi;k�1 � zi�1;k�1

zi;k þ zi�1;k � zi;k�1 � zi�1;k�1

� �
� 7:6;

for the vertical location z for neighboring points i and i� 1 and ver-
tical levels k and k� 1 (Haney, 1991). The open boundary condi-
tions used for physical forcing are the Flather boundary condition
for depth-averaged (barotropic) velocity, the Chapman boundary
condition for free surface, radiation and nudging for the 3D (baro-
clinic) velocity, and for radiation with nudging for the tracer condi-
tion. A no-slip boundary condition is used at vertical walls and
quadratic bottom stress is employed at the seabed with
CD ¼ 3� 10�3, a typical value that was also used in the regional
forcing model and was found to not significantly affect model re-
sults when varied by orders of magnitude (Sutherland et al., 2011).

The model performs reasonably well in many metrics and is de-
scribed in detail in Thyng (2012). Physically, eddies generated by
Admiralty Head appeared to be captured in the model when
compared with shipboard ADCP data (NNMREC, University of
Washington, 2010). The model and data have good agreement in
the location of the sharp horizontal speed, horizontal direction,
and vertical velocity gradients seen at the outer edge of the eddy,
though the speed is lower in the model than in the data.

When harmonically decomposed, the free surface M2 ampli-
tudes are consistently low by close to 25%. The tidal phase propa-
gation through the model domain is correct, which is related to
dissipation and is important dynamically (Mofjeld and Larsen,
1984). M2 velocity constants are also approximately 75% the size
of the values from the field data. For the time periods compared
in this study, the full horizontal speed signal (with all tidal constit-
uents included) is on average about 25% low. These are known
problems in the larger forcing regional model, and are inherited
by this nested model. The effect of the deficiency in the speed on
the turbulence parameters is discussed in Section 5.2.
2.4. Alignment of data and model time series

The timing of the simulation run, September 2006, does not
coincide with any of the turbulence field data sets, which are from
2011. However, for the tidally-driven phenomena of interest, select
tidal cycles from the 2006 model simulation can be compared with
the 2011 data. The following approach aligns non-coincident data
sets for comparison.

A straight-forward and physically-based approach is to align
time series based on their free surface signals at a specific location.
Simulations indicate that the free surface elevation range covered
during a half-cycle duration correlate with many of the flow fea-
tures in the system. Using consecutive similarly-sized half-cycles
(by the measures of range and duration) between the data and
model free surface signals, we can make realistic comparisons be-
tween the data and model flow fields. Fig. 3 shows an example of
aligned time series. This method is used to find appropriate model
output for comparison with the Nodule Point and Admiralty Head
data sets. The duration of the comparison time is different for the
two data sets since they were obtained at different times and is for
as many consecutive tidal phases as could be reasonably aligned.
2.5. Turbulence parameters

Expressions used to calculate turbulent properties from the
field velocity data can be found in Thomson et al. (2012). This sec-
tion details the expressions used for the model output, given
parameterizations used in the simulation (shown in Section 2.2).
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Fig. 3. Time series information from non-coincident times are aligned by finding consecutive half-cycles with similar range and duration between the free surface signals at
the same location from each time series. Fig. 3(a) shows two signals with comparable range and duration for a flood tide from about 24 to 30 h into the comparison. The tides
around the marked tide are also decent matches, such that the series of consecutive tidal phases may be aligned to find a reasonable comparison for fields from the sources
and times represented by the two signals. In Fig. 3(b), the duration for the marked flood (from about 20 to 26 h into the comparison) is similar, but the range is too different to
make a meaningful comparison, indicating that the system behavior and characteristics during the cycles may be very different from each other.
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Turbulent kinetic energy from the model is compared with data
either with only horizontal and with both horizontal and vertical
components (as noted in figure captions). The turbulent kinetic en-
ergy, k, from the model, by design, includes all three components
and is approximately isotropic, so horizontal-only kinetic energy
from the model is represented as 2=3k. This field is directly output
by the numerical simulation and will be referred to as the TKEmodel.

The effect of turbulence on a turbine is typically calculated
using the turbulence intensity metric used in wind energy analysis.
This metric is given by the turbulent velocity fluctuations divided
by the mean velocity. In the field data analysis, this is calculated
for the principal horizontal velocity fluctuation component. For
model output, the turbulent fluctuation, or the root-mean-square
fluctuating velocity, is found in terms of turbulent kinetic energy,
the quantity output from the turbulence closure scheme:

k ¼ 1
2 u02 þ v 02 þw02
� �

� 3
2 u02, so u02 � 2k

3 . A turbine rotor face would

encounter a single directional component of turbulence intensity,
and the model output turbulent kinetic energy has no directional
preference. Therefore, for the model output, the turbulence inten-
sity is calculated as

I ¼
ffiffiffiffiffiffi
u02

p
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
u2 þ v2
p �

ffiffiffiffiffiffiffiffiffiffiffi
2k=3

p
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
u2 þ v2
p :

Both components of horizontal velocity are used in the denominator
of this calculation despite one component being represented in the
numerator due to the arbitrariness of the velocity vector direction
relative to the principal axis direction. It may be an over-estimation
to use the magnitude of the full horizontal tide, but it is preferable to
using a single velocity component, which may or may not represent
the prevalent tidal flow direction. In presentation of turbulence
intensity, values corresponding to currents below the cut-in speed
are removed because the turbines will not respond to these low
speeds. A cut-in speed of 0.8 m/s is used for this purpose for both
the field data and model analysis (Thomson et al., 2012).

The Reynolds stress component for the principal axis horizontal
direction and the vertical direction, u0w0, is given in the Nodule
Point ADV data set. For the model output, the magnitude of the
two components of the Reynolds stress tensor, u0w0 and v 0w0, are
calculated using the parameterization in ROMS (Eq. 4) and and
combined for comparison with the principal axis data as

Reynolds stressmodel ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
u0w02 þ v 0w02

p

¼ KM

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
@u
@z

� �2

þ @v
@z

� �2
s

:

The parameterizations of the shear and buoyancy production
terms for ROMS model output were given in Eqs. 9 and 10.

The rate of turbulent kinetic energy dissipation, e, is directly
output from the model. From the field data, e is calculated from
the ADV spectra as well as from the structure function of the ADCP
profiles.
3. Results

3.1. Nodule Point comparison

A comparison over about 2 days or 4 tidal cycles of turbulence
data with model output at hub height at Nodule Point is shown
in Fig. 4. Fig. 4(a) shows the free surface agreement for two non-
coincident time series (Section 2.4). The mean speed (b), turbulent
dissipation rate (d), and Reynolds stress (e) in the field data and
model output are in reasonable agreement, especially considering
the uncertainty of turbulence modeling (Pope, 2000). The model
horizontal speed is close to 25% low, as previously stated, and
the latter two turbulence parameter model predictions are each
within a factor of two of the field data, on average.

The turbulent kinetic energy (Fig. 4(c)), however, does not com-
pare as well; the total TKEobs from the field data is approximately
three times larger than in the model simulations. The large dis-
crepancy in the comparison of total turbulent kinetic energy
shown between the black and red lines in Fig. 4 may result from
the fact that field data includes length scales larger (or frequencies
lower) than what is included in the ROMS turbulence closure
scheme. For example, frequencies between 10�2 and 10�1 s�1,
which are included in the data turbulent averaging window, corre-
spond roughly to length scales of 100 and 10 meters, respectively.
These are too large to be considered classical turbulence, especially
given the very strong anisotropy in the kinetic energies shown in
Fig. 2. Because of this, a better comparison between the data and
the turbulence model, which is intended to model classical turbu-
lence, is to restrict the turbulent kinetic energy data to frequencies
in the classical range.

Following the frequency classifications of the data suggested in
Fig. 2 and described in Section 2.1, the total turbulent kinetic en-
ergy observed in the field can be split into two main parts: the
anisotropic lower frequency motions, and the roughly isotropic
(classical) higher frequency motions. As shown in Fig. 5, the model
output, TKEmodel, compares favorably with the classical TKEobs. This
improved matching of the classical TKEobs is also shown in Fig. 4
with the classical TKEobs in blue. Note that the frequency cutoff
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used to separate out the classical TKEobs from the rest of the TKEobs

was not a varied parameter (Section 2.1).
The results for the turbulent dissipation rate with depth at Nod-

ule Point are shown in Fig. 6. The bottommost comparison
(Fig. 6(d)) is approximately at hub height and shows good agree-
ment, as was also shown with the ADV data (Fig. 4). Both the model
and the observational estimates decrease with increasing distance
above the seabed, however the data decrease more sharply. The
depths of the time series comparisons are indicated in the time-
average of the dissipation rate (Fig. 6(e)).
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Fig. 5. Hub height 1–1 comparisons of TKEmodel and types of TKEobs at Nodule Point.
Black shows TKEmodel compared with the full TKEobs . Blue shows the TKEmodel

compared with the TKEobs taken only over the classical turbulence frequency range.
Both model and data turbulent kinetic energy include vertical and horizontal
components.
3.2. Admiralty Head comparison

Comparisons over 3.5 tidal cycles of turbulence quantities at
Admiralty Head are shown in Fig. 7. The alignment in the data
and model time series is not as good as in the Nodule Point case,
as shown in the more pronounced mismatch in the free surface sig-
nal (Fig. 7(a)). The comparisons are reasonable between the model
output and data, in particular the agreement of dissipation rate (d)
which is within a factor of two on average. The total turbulent ki-
netic energy (c) from the model output is lower than from the data
set, but not as low as the total at Nodule Point. This difference in
behavior is discussed in Section 5.1.

Comparisons for the turbulent dissipation rate at Admiralty
Head with depth are given in Fig. 8. Shown in Fig. 8(a–d) is data-
model comparisons for the same time period shown in Fig. 7, but
at various depths. These depths are indicated in Fig. 8(e) of the
time-average of the dissipation rates over the comparison period.
The model and the observational estimates agree well, and both
decrease with increasing distance from the seabed.

3.3. TKE Budget comparison

The production and dissipation of TKE are examined using the
ADV data at Nodule Point and using the model at both sites. In
energetic tidal flows, shear production is expected to roughly bal-
ance with dissipation. Fig. 9 shows two one-to-one log–log plots of
shear production versus the turbulent dissipation rate for the data
and model output. The spread in the data is much larger than in the
model output. This spread was interpreted in Thomson et al.
(2012) as indicating important turbulent kinetic energy transport
at the location due to eddies shedding from the headland. Instru-
ment noise also contributes to the spread. While both data and
model predictions line up somewhat along the one-to-one dotted
line, the model output does not show the same scatter at larger
values.

In addition to shear, buoyancy is a source (or sink) of TKE (see
Eq. 7). Buoyancy production is positive in unstable stratification
and negative in stable stratified flows. In these simulations, the
buoyancy production is almost always negative, which means that
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the mean density profile is almost always stable. In the case of sta-
ble stratified flows, PB is a sink for the turbulent kinetic energy and
a source for the available potential energy. In other words, the ef-
fect of buoyancy in the turbulence closure scheme is to produce a
loss of kinetic energy to background mixing.

Fig. 10 shows the relative size of the shear production term and
the buoyancy production term from the model simulations at both
Admiralty Head and Nodule Point. At both locations, the shear pro-
duction dominates the buoyancy production, except at low values,
where buoyancy production becomes important. Buoyancy pro-
duction may dominate when there is less energy in the system be-
cause when the speed is lower, the ratio of the buoyancy force to
the inertial force is larger (as seen in the Richardson number).
There is more spread in the comparison at Admiralty Head than
at Nodule Point, perhaps indicative of the more active eddy field
(and more TKE transport) at Admiralty Head. Both sites show a fur-
ther preference toward shear production nearer the seabed, mov-
ing closer to the one-to-one line away from the seabed. This is
indicative of the bottom friction near the seabed generating more
shear.

The ‘‘tail’’ seen in Figs. 9 and 10 indicates a minimum value in
the turbulent dissipation rate and the buoyancy production, but
not in the shear production. The limitation is imposed in order to
restrict mixing in stable stratification (Warner et al., 2005b).
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Fig. 9. Hub height shear production compared with dissipation rate at Nodule Point. Data is shown in Fig. 9(a) and and model output is in Fig. 9(b).
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4. Analysis

Results from the previous section show that the turbulence
model does fairly well at estimating the rate at which energy is
being extracted from the resolved flow field; this energy extraction
is equivalent to the turbulence production rate (Section 5.2.1). It
also does fairly well at estimating the turbulence dissipation rate.

However, at Nodule Point it does not do well at estimating the
measured turbulent kinetic energy. This is because, in addition to
more classical type of turbulence, the data contain low-frequency,
quasi-horizontal motions for which the turbulence models are not
intended. The low-frequency, quasi-horizontal motions in the field
data are not contained in the resolved-scale flow nor in the
TKEmodel. Of course with much higher resolution, we could resolve
these scales of motion; however, resolving these motions is well
beyond our present computer resources.

Here, using a good estimate of the turbulence dissipation rate
obtained from the turbulence model, we can extrapolate into this
low frequency range, which is unresolved in the numerical model,
and obtain a significant improvement in our estimation of the mea-
sured turbulence. This post-processing approximation can then be
used for applications such as tidal turbine siting or pollutant dis-
persal, for which accurate modeling requires an estimate of turbu-
lent kinetic energy over a fuller frequency range.

4.1. Extrapolation of inertial sub-range

TKEobs spectra calculated from ADV observations (Fig. 2) suggest
the classic spectra shape of f�5=3 (already adjusted from the origi-
nal wavenumber form of j�5=3 as described earlier) is a good
approximation at frequencies much lower than the roughly isotro-
pic limit of 0:2 Hz. (This frequency limit is associated with the
approximate largest vertical motion, determined by the water
depth.) Some support for this approximation can be found for flows
where the vertical velocity is suppressed by density stratification
or by the free surface (see Section 5.3). Therefore, we approximate
that the turbulent kinetic energy is related to frequency by f�5=3

over not just the classical frequency range but over the larger range
shown in Fig. 2. This will be referred to as the diagnostic turbulent
kinetic energy, TKEdiag . We then use this data-informed, diagnostic
method as an alternative calculation of the TKEmodel supplied by the
numerical model system (i.e., the ROMS simulation) using the local



Fig. 10. Model shear production compared with buoyancy production at multiple depths. Because the buoyancy production is negative, the absolute value has been taken in
order to plot on a logarithmic axis.
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mean velocity and the turbulent dissipation rate, both directly out-
put by the simulation. The idea is that while the k-e closure scheme
assumes the f�5=3 relationship only over the classical range of fre-
quencies, an improved representation of the turbulent kinetic en-
ergy in this case may be achieved by being informed by the data
spectrum, which has different, but related, behavior. This relies
on having a reasonable representation of the local velocity field
and turbulent dissipation rate. Combined with relationships from
Section 2.1, the TKEdiag over the frequency range shown for the data
can be calculated via

kit ¼
Z 1

j1

ae2=3j�5=3
i djþ

Z 1

j1

ae2=3j�5=3
j dj ð11Þ

¼
Z 1

f1

ae2=3 2pf
u

� ��5=3 2p
u

df þ
Z 1

f1

ae2=3 2pf
v

� ��5=3 2p
v df

¼ a
ð2pÞ2=3 e2=3ðu2=3 þ v2=3Þ

Z 1

f1

f�5=3df

¼ a
ð2pÞ2=3 e2=3ðu2=3 þ v2=3Þ �3

2
f�2=3

� �1
f1

¼ 3
2

a
ð2pÞ2=3 e2=3ðu2=3 þ v2=3Þf�2=3

1 ; ð12Þ

where f1 ¼ 1=T1 is the lowest frequency included in the spectral
analysis, T1 ¼ 128 s, a ¼ 0:5, and ji and jj are the wave numbers
in the x- and y-directions. We also define this TKEdiag as ‘‘inferred to-
tal turbulent kinetic energy,’’ kit , from the model.

Eq. 12 gives an expression that approximates the energy con-
tained in the model in both horizontal axes. This will be compared
with both the along- and across-principal axis components of the
TKEobs. At hub height at Nodule Point, data is available for both
components, and for all other comparisons, the across-principal
axis TKEobs component is included using the multiplier to the
TKEobs of 1.64 (discussed in Section 2.1).

4.2. Adjusted comparisons

Fig. 11 shows TKE comparisons at hub height at Nodule Point
and Admiralty Head, including both the TKEmodel (red) and TKEdiag

(green), and both the classical (blue) and total (black) TKEobs. The
TKEdiag is in better agreement with the total TKEobs at both sites,
although the difference is less notable at Admiralty Head. As will
be discussed in Section 5.1, the TKEmodel and total TKEobs at Admi-
ralty Head may be closer together because of a broader inertial
subrange at Admiralty Head (where the flow is more energetic
and the water depth is greater).

Fig. 12 shows TKE comparisons at multiple depths at Nodule
Point (Fig. 12(a–d)) with depths indicated in the time-mean plots
of TKE with depth in Fig. 12(e). As before when showing dissipa-
tion rate with depth from the ADCP data, the TKEobs estimated from
the ADCP data are calibrated using a the ratio of the average ADV
hub height value to the nearest ADCP depth mean value. The in-
ferred TKEdiag matches well with the observed total TKEobs nearest
the seabed and improves the model-data comparisons throughout
the water column. Farther above the seabed, the TKEdiag is still
biased low relative to the observed total TKEobs. This is consistent
with the trend in dissipation rate eðzÞ, which is used to estimate
the TKEdiag .

Fig. 13 shows TKE comparisons at multiple depths at Admiralty
Head. Fig. 13(c) is approximately at hub height. Though the TKEobs

and TKEmodel values were already in rough agreement at Admiralty
Head, the TKEdiag does improve the comparison with the TKEobs at
all selected depths. However, near the seabed (Fig. 13(d)), the
TKEdiag is biased high. This may be expected since the TKEdiag is a
function of the modeled turbulent dissipation rate, which is large
near the seabed. For the purpose of tidal turbine siting using this
model, a mismatch in values very near the seabed is acceptable
since potential hub heights are higher in the water column.

Turbulence intensity using the TKEmodel is calculated as shown in
Section 2.5. A slightly different expression should be used for the
case when using the TKEdiag , because it represents only the hori-
zontal components of the turbulent kinetic energy instead of all
three components. Therefore, the expression for turbulence inten-
sity as calculated from the TKEdiag is given by

I ¼
ffiffiffiffiffi
kit

p
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
u2 þ v2
p ;

where TKEdiag or kit approximately represents 1
2 ðu02 þ v 02Þ � u02, the

horizontal components of the turbulent kinetic energy.
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Fig. 14(a) shows the turbulence intensity comparison for hub
height at Nodule Point. Although there is poor correlation between
the TKEmodel predictions and the TKEobs, the average of the TKEdiag

and the average TKEobs compare well. As expected, the TKEmodel val-
ues are biased low compared with the observations. Despite the
lack of correlation, the agreement in both mean and the spread
of the values suggests that the TKEdiag turbulence intensities can
be used as accurate statistical descriptions of the flow.

Fig. 14(b) shows the turbulence intensity comparison for Admi-
ralty Head. The spread in both data and model output is larger at
this location than at Nodule Point, but the comparison is similar.
The inferred model values have the best agreement with the
observed values.
5. Discussion

Implications and interpretations of the results of this study are
discussed here. While previous studies and theory are incorporated
to understand the results as best as possible, future work will be
required to directly evaluate these hypotheses.
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5.1. Site differences

The comparisons of the TKEmodel and TKEobs differ for Nodule
Point and Admiralty Head. At Admiralty Head, the TKEmodel matches
observations better than at Nodule Point. This may be related to a
difference in the energy spectrum at each site. In the spectrum at
Nodule Point, shown in Fig. 2, the data has a classical range from
about 0:2 < f < 2 Hz. It was also found that the model output com-
pared well with turbulent kinetic energy in the classical range. If
this is true at Admiralty Head as well, then the fact that the
data-model comparison is better may imply that the classical
range at this site spans a broader frequency range (see Fig. 15 for
an illustration of this). The larger classical turbulence frequency
range at Admiralty Head may be because it is a deeper site,
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Fig. 14. Turbulence intensity comparison between ADV data, model output, and infer
Admiralty Head. The time periods used are the same as in previous comparisons.
allowing larger vertical scales (this is mentioned in Thomson
et al., 2012). The larger depth at Admiralty Head could extend
the band of frequencies included in the classical range out further
into larger scales, improving the comparison between the model
and data accordingly. This hypothesis has been tested using data
from a June 2012 deployment of an ADV near Admiralty Head
(described briefly in Section 2.1). Results support the hypothesis,
but also indicate somewhat more complicated behavior at
Admiralty Head.

The spectrum from Admiralty Head is shown in Fig. 16.
Analogous to Nodule Point, the spectrum at Admiralty Head in-
cludes the same types of relative behavior between the horizontal
and vertical components (approximately categorized here): quasi-
horizontal behavior at low frequencies (f < 0:04 Hz), Doppler noise
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Fig. 16. ADV spectral energy density at Admiralty Head. The mean horizontal
component of the spectrum is shown as a solid line and the mean vertical
component is dash-dot. A line representing f�5=3 is also shown for comparison.
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dominating the signal at high frequencies (f > 1 Hz), and a range in
the middle frequencies in which the vertical and horizontal com-
ponents are comparably-sized and approximately follow the f�5=3

relationship (0:3 < f < 1 Hz). There is a second middle-range cate-
gorization of behavior indicated on the spectrum: a transition re-
gion (0:04 < f < 0:3) between quasi-horizontal and classical
behavior. In this region, the horizontal and vertical components
of TKE are similar in magnitude, but they together trend away from
the f�5=3 relationship. This transition occurs subtly over a wide
range of frequencies. Together, the two middle frequency ranges
form a larger region of approximately classical turbulence than
was seen at Nodule Point.

The depth at the Nodule Point data site, which was around
20 meters, was explained as being the controlling length scale for
the behavior of the vertical component of energy density. At the
Admiralty Head ADV location, the depth was 55 meters, and we ex-
pect this larger depth to increase the range of frequencies included
in the roughly classical turbulence range. This is what we see in
Fig. 16. The vertical component diverges from the horizontal com-
ponent at a lower frequency than at Nodule Point. Also, in the lar-
ger range of frequencies between this point and the high frequency
at which Doppler noise dominates, the components behave
roughly as classical turbulence. While the behavior seen here
may contain some motion contamination from the mooring, it
may be evidence of the fact that while the data location itself is
deeper than at Nodule Point, the bathymetry is also more complex,
and no single length scale limits the vertical eddies.

We previously found that when the spectral energy density at
Nodule Point was limited to frequencies corresponding to three-
dimensional turbulent behavior, the TKEmodel and TKEobs compared
reasonably well. This implied that the model may capture three-
dimensional classical turbulence well, in this particular flow envi-
ronment. It was speculated that, based on our understanding of the
physics at Nodule Point, the model would capture more of the full
TKEobs at deeper Admiralty Head, since more of the energy would
be contained in the larger expected classical frequency range. This
was the case in the previous comparison at Admiralty Head and is
found to be the case in the time series associated with the spec-
trum in Fig. 16 (not shown).
5.2. Model performance

5.2.1. Description of model spectrum
There may appear to be an inconsistency in the presented re-

sults: the turbulent dissipation rate and Reynolds stresses from
Fig. 15. Possible explanation for the difference in energy comparisons at Nodule
Point and Admiralty Head between data and model. It is possible that the inertial
subrange at Admiralty Head extends to lower frequencies than at Nodule Point, so
that the turbulence closure scheme is able to describe a greater fraction of the total
energy.
the model compare reasonably well with the data, but the turbu-
lent kinetic energy does not. This section addresses some of the rel-
evant nuances.

The rate of loss of the computed-scale kinetic energy in the
model is equal to the shear production rate in the governing equa-
tion for the turbulent kinetic energy (Eq. 9). That is, the kinetic en-
ergy lost from the mean flow is gained by the turbulence dynamics,
and thus it is important that the production term is approximately
right in the simulations. The turbulence dissipation rate is related
to the turbulence production rate, as shown from the simulation
results and from the data, so the fact that the dissipation rate e is
approximately correctly predicted at both sites is reassurance that
the proper amount of kinetic energy is being removed from the
computed flow field.

However, while the turbulent dissipation rate is modeled based
on the classical range in the turbulence closure scheme, the turbu-
lent kinetic energy is sensitive to the scales included in the data or
model. We consider the classical range-only TKEobs to be a fair
comparison with what the TKEmodel represents and, in this regard,
the model performs relatively consistently across turbulence fields
when compared with the data. Because the TKEobs includes a
broader range of scales than the model is intended for, and we
are interested in matching this range for our application, we ex-
tend theory to try to account for the difference.

An interpretation of the behavior seen in the data spectrum is
that larger flow features (at lower frequencies) may not participate
in the local production-dissipation balance and energy cascade, but
rather just advect through (Thomson et al., 2012). Thus, the model
and data can be consistent at small scales and in terms of a
cascade, even if the model does not resolve intermediate scales
(between the mean flow and the classical range). The speculative
argument made in Section 5.3, implying the spectrum only
depends upon wave number and epsilon in the large-scale TKE
range, implies, like Kolmogorov’s inertial range theory, that TKE
is transferred through this range, but that it is not produced or
not dissipated, which would be consistent with the energy produc-
tion occurring at the larger, resolved scales of motion.
5.2.2. Regarding speed deficiency
There is a known horizontal speed deficiency in the model such

that the modeled mean speed is on average about 75% of the
observed mean speed, due to the low M2 tide inherited from the
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forcing model. This can be seen for Nodule Point in the speed com-
parison in Fig. 4. This deficiency is expected to carry over to the
turbulence values, which are indeed shown to be biased low rela-
tive to the observations. In the particular time series comparison at
Nodule Point, the speed predicted by the model, averaged over the
time series, is 78% the value of the speed found in the field data.

Dimensional analysis suggests that TKE should scale approxi-
mately with the square of the current speed. The horizontal com-
ponents of the TKE predicted by the original k-e model, TKEmodel,
for this time period, at hub height, are, on average, about 25% the
size of the horizontal components of the turbulent kinetic energy
from the field data, TKEobs. This is lower than the deficiency in
TKE that is expected, based on a scaling with velocity squared,
which would give 0:782 ¼ 0:61. However, as is discussed in Sec-
tion 3.1, the TKEmodel is limited to the classical turbulence range,
whereas the TKEobs includes energy from a larger frequency range.
Thus, there are two distinct sources of the deficiency for the
TKEmodel: less energy in the system due to a speed deficiency, and
the limited intended frequency range of the turbulence model. In
Section 4, an approximation is made to infer the energy in the
model over a larger frequency range of the turbulent spectrum
than in the turbulence model itself, to find TKEdiag . This calculation
has improved agreement with the TKEobs for the horizontal TKE,
such that the TKEdiag values are, on average, about 84% the of the
TKEobs values. The TKEdiag is still low relative to the TKEobs due to
the remaining speed deficiency in the system.

The turbulent dissipation rate is expected to scale approxi-
mately with the cube of the speed, according to classical turbu-
lence theory (Pope, 2000). This is close to what is seen in the
comparison: the model prediction of the dissipation rate is about
56% the size of the field data dissipation rate (as measured by a
time-average at hub height of each quantity), a little larger than
the direct cube of the model speed size relative to the data,
0:783 ¼ 0:47. Thus, the turbulent dissipation rate predicted by
the model is low compared with the field data by a factor of about
two, and this is roughly consistent with the known speed defi-
ciency in the model.

5.3. Shape of the turbulence spectrum

The ADV spectra from Nodule Point (Fig. 2) show a region of
classical isotropic turbulence in the middle frequency range and
quasi-horizontal motion in the lower frequency range. In addition,
the figure shows that the inertial range behavior with a �5/3 spec-
trum extends from the classical turbulence range well into the
lower-frequency, quasi-horizontal range. In this section we specu-
late on the reasons for this latter behavior, which is inconsistent
with Kolmogorov’s classical arguments.

Quasi-horizontal behavior in the lower-frequency range, to-
gether with inertial range spectral behavior, has been observed
in other cases. For example, in a shallow tidal river system near
the Puget Sound, the energy density spectrum has been found to
have a similar inertial-range shape (Chickadel et al., 2011), i.e.,
approximately isotropic, inertial range behavior at horizontal
scales of the order of the depth from the free surface, but with
the inertial range continuing up to horizontal scales well beyond
the depth of the the measurement. In this situation, the vertical
motions are probably suppressed by the close proximity of the
measurements to the river surface, which remains relatively flat
due to gravity and to light wind conditions. Interestingly, in this
case ‘boils’ from below advect momentum towards the free surface
at the horizontal scale of the larger-scale motion. In a coastal inlet,
Dugan and Piotrowski (2012) made measurements of the horizon-
tal spectral energy density at the water surface of a shallow tidal
channel. In this case the vertical velocity is probably suppressed
at horizontal scales above the depth of the channel, leading to
the same argument as for the Nodule Point case. Some of their re-
sults indicate inertial range behavior at horizontal scales larger
than the depth of the channel, consistent with the Nodule Point re-
sults. In a series of numerical simulations of a strongly stratified
fluid, Lindborg (2006) found similar inertial range behavior in the
horizontal spectra, in this case with stable density stratification
inhibiting the vertical velocity at larger horizontal scales. In
strongly stratified flows, at horizontal length scales larger than
the Ozmidov (overturning) scale, vertical motion is suppressed
by the stable density stratification, so the flow is quasi-horizontal,
but again with vertical shear. Lindborg hypothesized that an aniso-
tropic, downscale energy cascade was occurring; at horizontal
scales above the classic inertial range and Ozmidov scales, he ar-
gued that the horizontal spectra would depend only on the hori-
zontal wave number and the energy transfer rate, i.e., the kinetic
energy dissipation rate, leading to the �5=3 result.

All of these situations suggest that when there is a physical
mechanism limiting the vertical component of motion, there can
exist quasi-horizontal motions at frequencies (horizontal wave
numbers) lower than the classical turbulence range and that these
motions can have inertial range behavior. The energy in this range
may therefore follow the f�5=3 trend; however the arguments for
this inertial range region are different from Kolmogorov’s classical
theory, since in this range the vertical motion is suppressed so that
the flow is strongly anisotropic (see Section 2.1).

There are other functions that could be used to approximate the
TKE spectrum at lower frequencies. The data in the spectrum starts
to roll off at the lowest frequencies in the measurements (Fig. 2),
such that the f�5=3 relationship becomes an overestimate at those
frequencies. In Walter et al. (2011), other estimates of energy den-
sity data were found using Kaimal curves. These are consistent
with with f�5=3 behavior at frequencies below the isotropic range,
but then reproduce the roll-off at the even lower frequencies seen
in the data, and were found to be more appropriate in locations
that are limited by depth, as in Admiralty Inlet. This could be at-
tempted in the future.

5.4. Application to tidal turbine siting

For wind and tidal turbine siting, a commonly-used turbulence
metric for assessing a site is turbulence intensity, as described in
Section 2.5. Turbulence intensity at hub height for Nodule Point
(Fig. 14(a)) and and from Admiralty Head (Fig. 14(b)) both com-
pared well between the inferred model output and the data.

Table 1 summarizes the mean values in time of the turbulence
intensity at each location, and gives further evidence that the in-
ferred calculation for the turbulence intensity gives a good esti-
mate of the measured values. Fig. 17 shows the distribution of
hub-height TKEmodel (using the inferred calculation) throughout
the model domain. Turbulence is elevated near headlands and
topographic features (sills), and thus these locations may be less
suitable for turbine placement.

Both turbulence intensity and total TKE integrate over a wide
spectrum of scales. However, there is evidence that not all turbu-
lent length scales have the same effect on a turbine. In one study,
researchers found that increasing the turbulence intensity in-
creased the load on a wind turbine, but they also found that
decreasing the length scale while holding the kinetic energy fixed
increased the load (Thomsen and Sørensen, 1999). It is possible
that it is actually the smaller, higher frequency motions that are
most detrimental to a turbine, though presumably this would also
depend on the specific turbine design characteristics. These are the
scales of motion in the classical range, and that appear to be most
accurately captured by the turbulence closure model examined
here. In this regard, it may be helpful to consider a turbine siting
metric that includes energy from only smaller length scales/higher



Table 1
Average turbulence intensity values for the comparison time periods from the data
and the model output.

I, Data (%) I, Model (%) I, Inferred Model (%)

Nodule Point 8.5 4.9 8.3
Admiralty Head 8.8 6.1 8.8

Fig. 17. Mean TKEdiag at hub height throughout Admiralty Inlet. Largest values are
seen primarily near headlands.
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frequencies/larger wave numbers, as the most relevant measure
for a turbine. One such metric, the fractional turbulence intensity,
which gives the turbulence intensity as a function of length scale,
has been suggested (Thomson et al., 2012).

6. Summary

Model-data comparisons are shown here between output from a
high resolution model of Admiralty Inlet, employing a two-equa-
tion k-e turbulence closure scheme, and high-quality turbulence
measurements at two locations within Admiralty Inlet. The
comparisons emphasize the model performance at hub height in
order to understand how well the model performs at the depth that
pertains most to siting tidal turbines. The modeled turbulent dissi-
pation rate, Reynolds stress, and classical TKE are consistent with
measurements. The turbulent dissipation rate and Reynolds stress
from the model prediction are lower than the data values but with-
in a factor of two, and this performance indicates that the approx-
imately correct amount of energy is being extracted from the
mean flow to be input into the turbulence dynamics. The deficiency
in the model prediction of these quantities can partially be ex-
plained by the known speed deficiency in the larger-scale simula-
tion results into which the present simulation was embedded.

Given relatively accurate model values for the horizontal speed
and the dissipation rate from the turbulence closure scheme, the
amplitude of the TKE frequency spectrum in the classical f�5=3

range can be inferred. Extrapolating this portion of the spectrum
to lower frequencies, following the anisotropic behavior seen in
the data energy density spectrum, provides an improved, diagnos-
tic estimate of the total TKE over a wider range of frequencies.
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