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Abstract Near-surface turbulent kinetic energy dissipation rates are altered by the presence of sea
ice in the marginal ice zone, with significant implications for exchanges at the air-ice-ocean interface.
Observations spanning a range of conditions are used to parameterize dissipation rates in marginal ice
zones with relatively thin, newly formed ice, and two regimes are identified. In both regimes, the turbulent
dissipation rates are matched to the turbulent input rate, which is formulated as the surface stress acting
on roughness elements moving at an effective transfer velocity. In marginal ice zones with waves, the short
waves are the roughness elements, and the phase speed of these waves is the effective transfer velocity. The
wave amplitudes are attenuated by the ice, and thus, the size of the roughness elements is reduced; this is
parameterized as a reduction in the effective transfer velocity. When waves are sufficiently small, the ice
floes are the roughness elements, and the relative velocity between the sea ice and the ocean is the effective
transfer velocity. A scaling is introduced to determine the appropriate transfer velocity in a marginal ice
zone based on wave height, ice thickness and concentration, and ice-ocean shear. The results suggest
that turbulence underneath new sea ice is mostly related to the wind forcing and that marginal ice zones
generally have less turbulence than the open ocean under similar wind forcing.

Plain Language Summary The rate of mixing near the ocean's surface determines the rate
of exchange of material, heat, and energy between the air and the ocean. Determining the rate of mixing
under all conditions is necessary to be able to make global estimates of exchange, such as how much carbon
dioxide is going into the ocean. In the open ocean, this rate can be predicted using measurements of the
wind. In oceans where sea ice is present, the rate is lower. The current methods for predicting the rate of
surface mixing in sea ice are too simple and do not well describe the range of conditions that occur. We
propose that this rate can be predicted in thin, new sea ice using measurements of waves, wind, and the ice.
When ocean waves are present, the rate of mixing is predicted to increase with increasing wave height and
decrease with increasing ice. When there are no waves, we can predict the approximate rate of mixing due
to wind stress using the speed of the ice relative to the ocean. Under all conditions, the rate of mixing in sea
ice-covered oceans is expected to be lower than in open ocean with the same wind.

1. Introduction
The turbulent kinetic energy (TKE) dissipation rate at the air-sea interface in ice-covered regions controls
exchanges of heat, momentum, and gas transfer. The amount of wind-driven TKE in the ocean's near-surface
region changes as a function of waves, as well as the sea ice cover. Near-surface turbulence remains the
least constrained in ice-covered regions, which can cover up to 10% of the world's oceans. This is particu-
larly important for improving parametric models for air-sea gas exchange in the marginal ice zone (MIZ),
which utilize estimates of TKE dissipation rates (Loose et al., 2014). The impact of sea ice on air-sea gas
exchange may vary widely, as the presence of sea ice can both enhance exchange by causing stirring and
inhibit exchange by serving as a barrier (Bigdeli et al., 2018).

In the MIZ, the flux of momentum from the wind (i.e., the wind stress 𝜏wind) is transmitted to the ocean
below via drag on both open water patches and ice floes. It is common to partition the wind stress as

𝜏wind = (1 − A)𝜏air−water + A𝜏ice−water, (1)

where A is fractional areal coverage of sea ice (e.g., Steele et al., 1989; Yang, 2006). The first term represents
the stress from the wind on open water patches, and the second term represents the stress from the wind on
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ice floes. Although a useful framework for many studies, this partitioning of the wind forcing may not be an
accurate representation of a MIZ in which the ice floes, and open water patches are acting as a continuum on
scales much smaller than the turbulent eddies in the atmosphere. Further, this partitioning is unnecessary
to determine the total momentum flux to the ocean below (𝜏ocean) if there is no significant acceleration of
floes, such that the momentum flux must be conserved as 𝜏wind = 𝜏ocean. In the simplified case of constant
wind forcing, a steady-state momentum balance from the wind to the water can be established through a
constant relative ice-ocean velocity (Δu).

Here we investigate ocean turbulence just below the MIZ as a function of the total wind stress 𝜏wind, with
the implicit assumption that 𝜏wind = 𝜏ocean. Wind stress is estimated for observations using the covari-
ance methods, which inherently integrates spatial conditions. This approach avoids partitioning momentum
between open and ice-covered areas and also avoids specification of ice-ocean drag coefficient, because total
momentum flux is simply conserved through the air-water-ice interface of the MIZ.

The rate at which the wind stress 𝜏wind does work on the ocean can be related to the effective speed ce
at which the dynamic roughness elements (creating surface drag) move with that stress. The rate of wind
work, ce𝜏wind, has been used in previous studies to define the input flux of TKE to the ocean by the wind.
The dynamic roughness elements at the surface in open water are short waves, and the effective transfer
velocity for wind work is thus related to the phase speed of the waves (Gemmrich et al., 1994). Several
studies in ice-free regions have shown that this input rate of TKE is in balance with the TKE dissipation rate
𝜖 integrated over an active layer depth as (Terray et al., 1996; Thomson et al., 2016):

ce𝜏wind ≈ 𝜌∫ 𝜖(z)dz. (2)

Thus, in ice-free regions, the turbulent dissipation rate 𝜖 is often parameterized using the wind stress and
an effective transfer velocity related to wave phase speed. As the roughness of the open ocean is primarily
dependent on the short waves, it has been found that a typical open water effective transfer velocity is approx-
imately ceo ≈ 2 m/s (Thomson et al., 2016). This value can be adjusted according to the wave age, which is
the ratio of the phase speed at the peak of the wave spectrum to the wind speed, cp∕U10 (Terray et al., 1996). It
should be noted that these formulations for TKE in ice-free areas are much larger than law-of-the-wall esti-
mates would suggest, because breaking surface waves directly inject turbulence at much higher rates than
shear production can supply (Agrawal et al., 1992). This approach then inherently neglects viscous stresses,
which are likely to be much smaller than wave-supported stresses in all but the lowest wind conditions (e.g.,
Grare et al., 2018).

One previous study has applied this model for wind work via an effective transfer speed to a MIZ. Zippel and
Thomson (2016) found the effective transfer speed to be a function of ice concentration, in addition to wave
speed. Waves decrease in amplitude with distance into the MIZ due to attenuation processes. The Zippel
and Thomson (2016) study showed that the attenuation of waves with increasing ice concentration in the
MIZ reduced the growth rate of waves due to the wind. Thus, ice reduced the amplitude of the roughness
elements and thereby the wind work and associated TKE input rate. This prior study used observations in
an old MIZ with melting ice floes. Here we apply observations in several newly forming (freezing) MIZs
and test the dependence of the effective transfer velocity on wave and ice conditions. It is expected that the
effective transfer speed in such MIZs may have a dependence on both ice concentration and thickness, as
the amplitude of the short waves, which typically dominate the roughness at the ocean surface, is strongly
related to the volume of ice.

When there is sufficient ice such that waves are small or absent, the roughness of the surface is dominated
by the ice, rather than the waves. The roughness elements then move at a speed relative to the ocean that is
set by the velocity of the sea ice. The present study tests this relative ice-ocean velocity as an effective transfer
velocity of wind work to determine the input rate of TKE to the upper ocean. We retain the framework of
equation (2), where the input rate of TKE from wind through ice balances the TKE dissipation. We identify
this as a distinct regime, in which the input rate ce is determined by the motion of the ice rather than by the
motion of the waves.

In addition to the mechanical forcing of wind work, buoyancy flux (B) may be important in ice-covered
oceans due to the generation of dense, salty water with ice formation (e.g., the brine rejection reviewed in
Morison et al., 1992). Recent observational work in the Canada Basin by Gallaher et al. (2016) evaluated
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thermodynamic evolution of the upper ocean and local freshwater and associated buoyancy fluxes. They
found buoyancy fluxes equivalent to a TKE flux on the order of 10−8 to 10−7 m2/s3. In comparison, previous
estimates of near-surface turbulence in the Canada Basin MIZ were on the order of 10−5 to 10−3 m2/s3 (Zippel
& Thomson, 2016). The buoyancy term in this region is relatively small, and the mechanical input at the
air-ice or ice-ocean interface likely is the dominant source of TKE.

Another potential source of TKE input to the ocean surface layer, in addition to wind work, is the tur-
bulence generated directly by wave-ice interactions. It is well-established that dissipative processes cause
nonconservative attenuation of wave energy in the MIZ, but the exact mechanisms remain unknown. Pos-
sible mechanisms include drag at the base of the ice layer, viscous drag within the ice layer, breakup of
floes, and inelastic floe-floe collisions. In the absence of wind (i.e., swell conditions), waves might cause ice
floes to move relative to the water below and dissipate wave energy in the form of turbulence. This process
has been suggested to be especially dominant in thin, new ice types (Kohout & Meylan, 2008) and for long
period waves (Ardhuin et al., 2016). Doble and Bidlot (2013) found that inclusion of this parameterization in
a wave model improved agreement with observations of waves in sea ice. Although turbulence production
by ice-ocean drag has been proposed as an important mechanism for attenuation of wave energy in sea ice,
there have been no direct observations of this relationship to our knowledge. This mechanism is difficult
to isolate in the present study, because most of the conditions have young waves that are strongly corre-
lated with the local winds (i.e., no swell conditions are observed). In the chosen framework for this study,
the local winds provide all of the forcing, and waves mediate that forcing without directly providing addi-
tional input. Although this approach may be incomplete, in terms of mechanisms, it has an advantage of
being completely local (i.e., it does not require knowledge of spatial gradients in wave energy flux through
the MIZ).

In the following sections, we use observations of turbulent dissipation rates in open water and new pan-
cake and frazil ice cover to explore how turbulence is altered in the MIZ. Central to this approach is an
assumption that wind work generates turbulence at a rate given by the wind stress and an effective transfer
speed and that turbulence is then dissipated locally in the ocean surface layer. To match the observations,
we define parameterizations for effective transfer velocities based on wave and ice conditions. We present
three regimes, each with an example case.

1. In the ice-free open ocean, the effective transfer velocity is related to wave phase speed.
2. In thin ice when the sea state is relatively high, the effective transfer velocity is reduced relative to open

water as a result of damping by ice.
3. In thin ice when the sea state is low, either due to low wind or strong wave attenuation, the effective

transfer velocity is related to the relative velocity between ice and ocean.

After presenting these results, we discuss the transition point between these regimes and limitations of
the framework. Finally, we briefly evaluate the implications for near-surface turbulence as a possible
mechanism for wave attenuation (i.e., direct wave energy loss) in the MIZ.

2. Methods
This study uses upper-ocean turbulent dissipation rate profiles from field campaigns in both the Arctic and
Antarctic MIZ during autumn ice advance. Vertical profiles of dissipation rates, 𝜖(z), in the upper 0.5 m
of the ocean were made using a Nortek 2 MHZ Aquadopp HR Doppler profiler installed on Surface Wave
Instrument Floats with Tracking (SWIFTs; Thomson, 2012). We will first describe the field campaigns and
data collection and then describe the instrument and turbulent dissipation rate data processing methods.

2.1. Field Campaigns
Around 350 hr of SWIFT buoy data were obtained in the Beaufort and Chukchi Seas in the Arctic Ocean
during the Arctic Sea State field campaign, which took place from 01 October to 10 November 2015 on the
R/V Sikuliaq. An overview of the field campaign can be found in Thomson et al. (2018), with further details
in the referenced papers. Additionally, we will use approximately 5 hr of measurements obtained in the Ross
Sea in the Antarctic during the Polynyas and Ice Production in the Ross Sea field campaign from 11 April to
14 June 2017 on the R/V Palmer. Locations of buoy deployments made during these two field campaigns
that will be utilized in this study are shown in Figure 1.
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Figure 1. Map of SWIFT deployments in (a) Beaufort Sea, Arctic Ocean (2015), and (b) Ross Sea, Southern Ocean
(2017). Gray scale shading indicates ice concentration from AMSR2 (Spreen et al., 2008) where white indicates 100%
ice cover and black represents open water. Each colored point represents one SWIFT deployment, where the color
corresponds with deployments used in subsequent plots, and stars indicate those shown in example plots in section 3.1.
Conditions observed during each deployment are summarized in Table 1.

Deployments span three different regimes describing how momentum from wind stress is transferred to
near-surface turbulence: open water, “wave-transferred” MIZ, and “ice-transferred” MIZ. Images of example
conditions during each of these regimes are shown in Figure 2, and complete time series and profile data
corresponding to each of these examples follow in section 3.1. Open water deployments were separated based
on images taken by the buoys and recorded ship-based observations. Wave-transferred and ice-transferred
MIZ deployments were categorized primarily based on ice concentration, with the ice-transferred regime
expected to occur when ice concentrations were over 80% and waves were small. Deployments that did not
clearly fall into one regime or had multiple regimes represented over time were not used. Conditions during
all deployments used in subsequent analysis are summarized in Table 1. Time series and profiles for all
deployments are given in Supporting Information S1.

Ship-based measurements of key parameters are collocated with buoy measurements when they are within
5 km. During both field campaigns, visual observations of sea ice were made hourly following the Antarctic
Sea ice Processes and Climate protocol, which includes estimates of ice thickness (zice) and areal concen-
tration (A). This protocol was developed by the Antarctic Sea ice Processes and Climate group in 1997 as a
standard method for sea ice observations made by ships in the Antarctic pack ice and has since been applied
widely over the Arctic and Antarctic (Worby, 1999). Visual estimates of ice thickness are reasonable, with an
error of approximately 30% for thicknesses less than 30 cm (Worby et al., 2008). Additional estimates of ice
thickness were made during the Arctic Sea State campaign using a thermodynamic technique based on sur-
face temperatures measured by rail-mounted Heitronics KT-15 infrared 421 thermometers (Persson et al.,

Figure 2. Photos taken from the R/V Sikuliaq of examples of the three turbulence generation regimes explored: (a) open water; (b) marginal ice zone (MIZ)
with wind-work transferred via waves; and (c) MIZ with wind-work transferred via ice.
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Table 1
Summary of Conditions for All SWIFT Deployments in Open Water, Wave-Transferred Marginal Ice Zones, and
Ice-Transferred Marginal Ice Zones Used in This Study

Date U10 (m/s) Hs (m) Δu (m/s) zice (m) A (%) Cd

Open water
02 Oct 2015 10.5–11.7 0.95–1.2 N/A N/A 0 1.2 × 10−3

04 Oct 2015 6.7–11 0.4–0.6 N/A N/A 0 1.2 × 10−3

23 – 24 Oct 2015 (a)* 7.2–15 0.93–1.5 0.08–0.41 N/A 0 1.4 × 10−3

Wave-transferred marginal ice zone
10 Oct 2015 4.8–11 0.17–0.54 0.22–0.75 0.03–0.04 32–46 1.4 × 10−3^

11–14 Oct 2015 (a) 8.9–26 2.0–4.3 0.03–0.40 0.02–0.05 15–24 1.2 × 10−3

23 – 24 Oct 2015 (b) 16–29 0.12–1.4 N/A 0.02–0.09 13–50 1.4 × 10−3

03 June 2017 8.7–12 0.35–0.80 N/A 0.2–0.3 100 1.4 × 10−3^

05 June 2017 4.6–14 2.3–3.9 N/A 0.5 70–80 1.4 × 10−3^

11–14 Oct 2015 (b) 4.0–27 2.4–4.5 0.01–0.40 0.02–0.04 6–30 1.5 × 10−3

11–13 Oct 2015 10–19 1.2–3.9 0.01–0.40 0.06–0.1 40–85 1.4 × 10−3

25–27 Oct 2015* 3.2–10 0.02–0.37 0.02–0.32 0.14 6–80 1.3 × 10−3

Ice-transferred marginal ice zone
16–18 Oct 2015 (a) 4.0–9.0 0.06–0.30 0.02–0.56 0.08–0.1 82–85 0.8 × 10−3

06–08 Oct 2015 2.3–7.8 0.01–0.02 0.01–0.36 0.15 99–100 0.6 × 10−3

16–18 Oct 2015 (b)* 0.3–5.4 0.01–0.34 0.02–0.56 0.08–0.5 83–93 0.7 × 10−3

Note. Deployments with * after the date correspond to examples shown in Figures 3–8. Deployments in 2015 all occurred
in the Beaufort Sea, and deployments in 2017 occurred in the Ross Sea. Range of values for wind speed and wave heights
are from SWIFT buoy measurements, near-surface change in velocity values is determined from a collocated SWIFT with
downward-looking Aquadopp, and ice thickness and areal concentration are from ship-based visual estimates. Average
air-ocean drag coefficients (Cd) shown are based on observed values collocated from the ship, except where noted by ^,
indicating constant value of 1.4 × 10-3 is used.

2018; Wadhams et al., 2018). This method builds on satellite-based algorithms by Yu and Rothrock (1996)
and Wang et al. (2010) to use measurements of skin temperature, wind, ocean freezing temperature, and
energy fluxes to estimate ice thickness over approximately 3-m spots with the surface energy budget. Esti-
mates from visual observations and the thermodynamic method will be referred to as simply visual and
thermodynamic subsequently. As we were primarily making measurements in newly formed sea ice, thick-
ness and concentration typically varied over the scale of a few kilometers. This is typically a large enough
area to represent the scale for which direct wind stress measurements integrate over.

Wind stress is calculated using observed wind speed from buoys and best estimates of drag coefficients from
the ship. As the surface drag coefficient Cd can vary by nearly an order of magnitude with different types of
ice cover (Guest & Davidson, 1991), collocated 10-min average measurements made from the ship using the
covariance method during the Arctic Sea State field campaign are used when available (Persson et al., 2018).
These measurements are significantly lower than previous bulk estimates of drag coefficients in the MIZ;
estimates in pancake ice during this field experiment were typically around 1.2 × 10−3, whereas estimates
using the scheme from SHEBA (Persson et al., 2002) were around 1.8 × 10−3. As collocated drag coefficients
are available only sporadically, an average drag coefficient is determined for each buoy deployment. Deploy-
ments typically span a day or two or as little as a few hours. When ship-based measurements are unavailable
(as is the case for all Ross Sea deployments), the air-ocean drag coefficient is assumed as the median of the
observed values: Cd = 1.4 × 10−3. The use of a single drag coefficient for each deployment is justified by
low range in the collocated coefficients, typically less than 20% of the average value, such that variation in
wind stress is mostly captured by the variation in the wind speed. Air-side friction velocity is determined
using wind velocity (measured by SWIFT buoys) as u∗a =

√
CdU2

10. Then, the ocean friction velocity u∗ is
calculated from air-side friction velocity using the ratio of air density (𝜌a) to average water density (𝜌w), as

u∗ = u∗a
√
𝜌a∕𝜌w. (3)
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We assume constant air and water densities of 1.225 and 1,025 kg/m3, respectively. Total wind stress
imparted on the ocean is then calculated using the ocean friction velocity as

𝜏wind = 𝜌wu2
∗. (4)

Following the assumption that ice is not accelerating, this is assumed to be equal to the total stress 𝜏ocean
received by the ocean beneath the MIZ (i.e., 𝜏ocean = 𝜏wind).

2.2. SWIFT Buoys
Surface ocean and atmospheric measurements during both field campaigns were made using SWIFT
buoys. SWIFT are a freely drifting, surface following platform designed primarily to measure waves and
near-surface turbulence. The relevant systems will be briefly described here, but further details of the
platform and systems can be found in Thomson (2012) and Smith et al. (2018).

The top of the 1-m mast is equipped with an Airmar PB200 ultrasonic anemometer measuring wind speed
and direction and a uCAM serial camera which takes images of the surface every 4 s (although image quality
is limited by daylight and formation of ice over the camera lens). A Microstrain 3DM-GX3-35 combination
GPS receiver and Inertial Motion Unit at the ocean surface height in the hull of the buoy is used to obtain
wave spectra and bulk parameters. An AADI Aanderaa Conductivity Sensor mounted on the hull of the
SWIFT (0.5-m below the surface) is used to measure temperature and salinity at 1 Hz, with a response time
of ∼10 and ∼3 s, respectively. Although bulk changes in density 𝜌w over time can be observed, the response
time of the instrument is not sufficient to calculate buoyancy flux.

SWIFTs used throughout this study were deployed with a Nortek Aquadopp HR mounted upward-looking
on the hull of the buoy. Velocity measurements from the upward-looking Aquadopp HR are used to
calculate turbulent dissipation, as described in the next section. Some SWIFT drifters equipped with a
Nortek Aquadopp mounted downward-looking on the hull were deployed in tandem with SWIFTs with
upward-looking Aquadopp HRs. Downward-looking Aquadopps measure velocity profiles from 1.5 to 21 m
below the surface in 0.5-m bins. SWIFT buoys have been shown to drift with ice at the surface within
1% (Lund et al., 2018) such that the observed velocity can be assumed to represent the change in velocity
between the ice and ocean. Then, Δu is estimated as relative velocity between the ice and ocean 1.5 m below
the surface, which is measured by the first bin of the Aquadopp profiler. Values of 𝛿u from simultaneously
deployed downlooking SWIFTs (when available) are collocated with uplooking SWIFTs, which are as far as
10 km apart.

2.3. TKE Dissipation
Nortek Aquadopp HRs were mounted facing upward from 0.8-m below the surface on the hull of SWIFT
drifters (Thomson, 2012). Beam 1, which is used for turbulent dissipation rate calculations, is oriented
approximately 60◦ counterclockwise from the wind vane, to avoid measuring the wake of the buoy. Profiles
are truncated at 0.5-m subsurface to remove known hull interference at the bottom of profiles.

Along-beam velocity profiles u(z) are recorded by the Aquadopp at 4 Hz in 4-cm bins. Basic quality control
is completed to remove velocity measurements with return amplitude and pulse correlation less than 30
and 50, respectively. These cutoffs were empirically determined by Thomson (2012) as the maximum cor-
responding to profiles out of the water and spurious points. Quality-controlled velocity records are used to
calculate average and turbulent (root-mean-square) velocity profiles.

Dissipation is then estimated from velocity profiles using the second-order structure function, which is
robust to SWIFT platform motion. The structure function is defined as

SF(z) =< [u(z) − u(z + r)]2 >, (5)

where z is the bin depth, and r is the distance between bins (Wiles et al., 2006). Turbulent dissipation profiles
𝜖(z) are estimated by fitting the structure function to a r2/3 dependence following the methods in Thomson
(2012) and Zippel and Thomson (2016). This method has been validated by comparison with ADV point mea-
surements of dissipation (Thomson, 2012) and dissipation profiles estimated using frequency spectra (Zippel
et al., 2018). The application of the structure function here varies from previous applications primarily in
that it uses only measurements within six bins of each depth (6r) and is double-sided.
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Figure 3. Time series from a SWIFT deployed in open water, 23 – 24 October 2015 (a) of (a) wind speed, (b) significant
wave height and peak wave period, (c) relative velocity of ice and ocean (at 1.5-m depth), and (d) vertically integrated
turbulent kinetic energy dissipation rates.

When sea ice is present, reflections from ice at the surface and suspended ice particles in the water column
can result in erroneous Aquadopp velocity measurements. Two quality control steps are applied to data
to account for this. First, we remove data at and above bins with spikes in correlation and amplitude that
result from reflections. This approach is similar to methods that have been long used to measure ice draft
with uplooking Sonar and more recently extended to uplooking Acoustic Doppler Current Profilers (ADCPs;
Lohrmann et al., 2011; Magnell et al., 2010). When correlation exceeds 98% or amplitude exceeds 195, it is
presumed that ice is present, and velocity measurements will not provide accurate estimates of turbulence.
The removal of data via this process is referred to as an “ice mask.” In some cases, erroneously high velocity
measurements as a result of ice contamination do not correspond to high amplitude or correlations and
result in additional peaks in the distribution of raw velocity data. Bursts of data where there is more than one
significant peak in the velocity distribution are completely removed, and dissipation rates are not calculated.
Of all data in the wave-transferred MIZ, approximately 3.3% of bursts are removed due to multiple peaks
in the velocity distribution, and approximately 39% of the remaining data are removed as a result of other
quality control metrics. Of all data in the ice-transferred MIZ, approximately 14% of bursts are removed due
to multiple peaks in the velocity distribution, and approximately 34% of the remaining data are removed as
a result of other quality control metrics.

3. Results
3.1. Examples
3.1.1. Open Water (No Ice) Example
Time series of the wind speed, significant wave height, peak wave period, relative ice-ocean velocity, and
integrated near-surface turbulent dissipation rates are shown for an open water example, 23 – 24 October
2015 (a), in Figure 3. Peak wave period, Tp, is related to the wave age (cp∕U10) by the wave phase speed,
calculated using the deep-water dispersion relation, cp = gTp

2𝜋
. Figure 4 shows Aquadopp HR data following

quality control and processing for the same example. In open water, it is typical to see moderately high
amplitudes and correlations throughout the water column. Turbulent velocities and dissipation generally
peak at the surface as a result of input from breaking waves, and these parameters decay with depth (e.g.,
Thomson et al., 2016).

3.1.2. Wave-Transferred MIZ Example
The time series in Figure 5 shows an example of conditions encountered during a deployment in a
wave-transferred MIZ. In addition to variables shown in Figure 3, Figure 5c shows the ice thickness and
concentration, which are increasing over time in this example. Figure 6 shows the Aquadopp HR data fol-
lowing quality control and processing specific to observations in sea ice cover. Initially, dissipation profiles
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Figure 4. Aquadopp burst data from SWIFT deployed in open water, 23 – 24 October 2015 (a). Vertical profiles of (a)
amplitude, (b) pulse correlation, (c) average velocity, (d) turbulent velocity, and (e) dissipation rate.

are similar in shape and magnitude to those observed in open water. The correlation and amplitude values
are moderate, such that dissipation rate can be calculated over the entire profile. As sea ice thickness and
concentration increase over time, turbulent velocities and dissipation rates rapidly decrease. The ice mask is
applied to the later profiles at and above depths with high correlations or amplitudes, which is indicated by
the gray shading in Figure 6. The depth of the ice mask provides an estimate of sea ice thickness (Figure 5c),
in addition to the thickness estimates from the shipboard sampling.
3.1.3. Ice-Transferred MIZ Example
The example of Aquadopp HR data following quality control and processing in a ice-transferred MIZ in
Figure 8, with corresponding time series in Figure 7, shows a more extreme application of this quality con-
trol. (Note that the change in upper ocean velocity, Δu, is from a collocated buoy deployed later, and no
values are available for the first 11 hr.) Here the upper bins of the dissipation profile cannot be calculated

Figure 5. Time series from SWIFT deployed in wave-transferred marginal ice zone (MIZ), 25–27 October 2015 of (a)
10-m wind speed, (b) significant wave height and peak wave period, (c) relative velocity of ice and ocean (at 1.5-m
depth), (d) ice thickness and concentration estimates, and (e) vertically integrated turbulent kinetic energy dissipation
rates.
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Figure 6. Aquadopp burst data from SWIFT deployed in wave-transferred marginal ice zone (MIZ), 25–27 October
2015. Vertical profiles of (a) amplitude, (b) pulse correlation, (c) average velocity, (d) turbulent velocity, and (e)
dissipation rate. Thick lines indicate averages binned by ice mask, and gray shading corresponds to ice mask for each
bin.

throughout the whole observation period due to the presence of significant ice. The bin-averaged dissipation
rate profiles show that dissipation still decays with depth.

The examples of each of the three turbulent transfer regimes demonstrate the processes controlling the bal-
ance of wind work and turbulent dissipation. In open water (Figures 3 and 4), the integrated TKE dissipation
rate decreases with declining wind speed. In the wave-transferred MIZ example (Figures 5 and 6), dissipa-
tion rates decrease with declining wave height and increasing ice, rather than any change in the wind (which
is relatively constant in time). In the ice-transferred MIZ example (Figures 7 and 8), dissipation is more
variable over time but appears to be most closely tied to changes in the wind and relative ice-ocean veloc-
ity (Δu). The physical mechanisms distinguishing the wave-transferred and ice-transferred MIZ regimes are
explored further in the next sections using the full data set and spanning a range of conditions. Table 1 sum-

Figure 7. Time series from SWIFT deployed in ice-transferred marginal ice zone, 16–18 October 2015 (b) of (a) wind
speed, (b) significant wave height and peak wave period, (c) relative velocity of ice and ocean (at 1.5-m depth), (d) ice
thickness and concentration estimates, and (e) vertically integrated turbulent kinetic energy dissipation rates.
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Figure 8. Aquadopp burst data from SWIFT deployed in ice-transferred marginal ice zone, 16–18 October 2015 (b).
Vertical profiles of (a) amplitude, (b) pulse correlation, (c) average velocity, (d) turbulent velocity, and (e) dissipation
rates. Thick lines indicate averages binned by ice mask, and gray shading corresponds to ice mask for each bin.

marizes characteristic values of key variables, but the subsequent analysis uses full time series of observed
values as shown in the figures in Supporting Information S1.

As we are interested in understanding what controls enhanced turbulence at the surface above background
levels, subsequent presentations of integrated dissipation rates, 𝜌 ∫ 𝜖dz, all have an average offset removed.
The offset for each deployment is calculated as the integrated value using the average of the measured dis-
sipation rate at the bottom of the profile, z = 0.5 m, which is generally the lowest magnitude of 𝜖 in the
profile.

3.2. Open Water (No Ice)
The input rate of TKE in open water is calculated as ce𝜏wind using measured wind stress and estimates of
open water effective transfer velocity. Effective transfer speed is estimated using a typical parameterization
based on wave age,

ce ≈ ceo

( cp

U10

)
, (6)

Figure 9. (a) Comparison of vertically integrated turbulent kinetic energy dissipation rates with input rate from wind
expected based on open water conditions. (b) The same comparison where input rate for the wave-transferred marginal
ice zone (MIZ) uses effective transfer velocities determined assuming a balance of wind input and observed dissipation
rates. Each color represents a SWIFT deployment (warm colors represent open water and cool colors represent
wave-transferred MIZ), and filled points represent averages for each deployment. Bars represent the range of measured
drag coefficients, when applicable. Dashed black line is the 1:1 line, where expected input and dissipation are equal.
Wave-transferred MIZ bin averages in (b) have been forced to lie on the line.
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Figure 10. Comparison of vertically integrated turbulent kinetic energy
dissipation rates and expected input rate from ice to ocean in marginal ice
zones where wind stress is ice-transferred. Each color represents a SWIFT
deployment, and filled points represent ice-mask binned averages. Error
bars represent the range of measured drag coefficients. Dashed black line is
1:1 line, where expected input and observed dissipation are equal.

where cp is the wave phase speed at the peak of the spectrum, and U10 is
the wind speed (Terray et al., 1996; Thomson et al., 2016). The canonical
effective transfer speed typical in open water is ceo = 2 m/s, and the wave
age dependence is weak (Thomson et al., 2016). The open water points
(warm colors) in Figure 9 show that this wind input rate balances with
the observed vertically integrated dissipation rates, consistent with pre-
vious studies in open water. Each open point represents an hourly value,
and filled points represent averages from each deployment. The dynamic
range observed is small, but the open water balance is not the focus of the
present study.

3.3. Wave-Transferred MIZ
Measurements in the MIZ with waves present are plotted on Figure 9a
(cool colors) using the open water parameterization for effective trans-
fer velocity in equation (6). Dissipation rates are lower than the expected
input rate (i.e., points are below the 1:1 line). Deployments from 11 –
14 October had larger wind stress observations than the deployments in
open water, and yet the observed integrated dissipation rates are com-
parable. Zippel and Thomson (2016) argue that dissipation rates in the
MIZ are reduced as a result of lower effective transfer velocities in ice
cover. We can estimate appropriate effective transfer velocities (ce) for
these deployments by assuming that observed dissipation rates in the
wave-transferred MIZ are in equilibrium with local energy input from
wind, as in equation (2). Figure 9b shows the same comparison of wind
input and observed integrated dissipation, where ce values for the MIZ
cases have been determined using the assumption of equilibrium.

We find effective transfer velocities in the wave-transferred MIZ in the range of 0.01–0.8, with most clus-
tered around 0.1–0.5. In contrast with typical relationships in open water, the MIZ transfer velocities do
not depend on wave age. Instead, the MIZ effective transfer velocities have a positive correlation with wave
height, and a negative correlation with ice thickness and concentration (to be shown later as a combined
parameter in section 4.1).

3.4. Ice-Transferred MIZ
When the sea state is low, the roughness of the surface is set primarily by the ice, rather than the waves. The
observed drag coefficients (Cd) in this regime are lower as a result of the milder wind and wave conditions
and higher ice concentrations. The input of TKE from the wind to the ocean is then mediated by the motion
of the ice. For these conditions, we test the concept of an effective transfer velocity that is set by the relative
velocity between ice and upper ocean, Δu, such that the rate of wind work is

ce𝜏wind = Δu𝜏wind. (7)

Similar to the relationship of the open water transfer velocity to the wave speed, the proposed transfer veloc-
ity ce = Δu is intended as a characteristic velocity scale, rather than a quantitative description of the shear
velocity. This assumes that the ice is moving at a constant speed relative to the ocean, such that work is
being transferred through the ice (and not being done on the ice).

This parameterization of TKE energy input rate from the wind is moderately correlated with the observed
integrated dissipation rate under ice, as shown in Figure 10. Hourly measurements are represented by open
circles, and bin averages by ice mask depth are shown as filled circles. Bars represent the standard error of
the averages, but not the error associated with velocity or wind stress measurements, both of which may be
significant. Bin averages are necessary to satisfy the assumption that the material derivative of turbulence
is zero, and averaging over similar ice conditions is most appropriate, as changing ice thickness is expected
to most significantly change the total TKE. A linear fit to the bin-averaged measurements has a coefficient
of determination R2 = 0.50 and probability of false correlation P = 0.015. We note that when all hourly
measurements are used for a linear fit, the significance decreases substantially with an R2 = 0.02 and P =
0.20. The binned averages are all within an order of magnitude of the 1:1 line, and the overall dependence
is consistent with increasing TKE dissipation rates in the presence of increasing wind input rates.
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Figure 11. Effective transfer velocity in wave-transferred marginal ice zone (MIZ) using the results of Figure 9, as a
function of nondimensional ratio of wave height, ice concentration, and ice thickness (A zice

Hs
). Each color represents a

deployment in the wave-transferred MIZ.

4. Discussion
4.1. Scaling Turbulent Regimes in the MIZ
When waves are the dominant roughness in the MIZ, the effective transfer velocity is expected to be a func-
tion of wave and ice characteristics. Zippel and Thomson (2016) examined controls on the transfer velocity
and input rate in brash ice (small fragments of ice, <2 m, formed from the wreckage of other types) and
found that the effective transfer velocity in brash ice decreased with increasing ice concentration. The mea-
surements used in this study were all made in frazil ice cover (a collection of loose ice crystals) and pancake
ice cover (round pieces of ice formed by waves), both of which form in turbulent conditions.

The transfer velocity is primarily associated with the high frequency waves that dominate surface roughness.
High frequency waves in the equilibrium range have been shown to be a strong function of ice cover, and the
magnitude of spectral damping varies with the ice characteristics (Rogers et al., 2016). It is then essential to
consider ice characteristics in addition to the wave height, as the magnitude of damping at high frequencies
may not be fully reflected in the significant wave height (which is weighted toward the swell waves). The
effective transfer velocity is expected to decrease with increasing ice volume, by increasing concentration or
thickness, and decreasing wave heights.

In Figure 11, we compare a proposed scaling parameter incorporating wave and ice conditions, A zice
Hs

, with
the effective transfer velocity in ice, determined by assuming local wind input and dissipation are precisely
balanced (Figure 9b). Note that here A is the fractional areal coverage of ice, with a maximum value of 1,
rather than the percent concentration. This nondimensional parameter and the effective transfer velocity
appear to be related by a power law with the form:

ce = a
(

A
zice

Hs

)b

. (8)

This parameterization is for the regime where transfer in the MIZ is dominated by surface waves, so it will
not be valid at the limit as Hs approaches zero where transfer is dominated by ice. The upper limit on this
parameterization will be the open ocean transfer velocity (equation 6) at very small values of Azice.

Applying a power law fit yields values for the coefficients a = 0.11 ± 0.10 m/s and b = −0.23 ± 0.20, with
a coefficient of determination R2 = 0.45 and a probability of false correlation P = 0.25. Although these
coefficients are not well constrained by the small number of measurements in this study, the formulation
may be useful for future studies. Thickness is likely necessary to parameterize changes in the TKE input
rate for these new-ice conditions, as thickness represents a larger change in total ice volume in the relatively
thin pancake and frazil ice. In the thicker brash ice of Zippel and Thomson (2016), the percent change in
volume is mostly described by changes in concentration.

Combining parameterizations for the effective transfer velocity in the wave-transferred and ice-transferred
MIZs allows estimation of near-surface turbulent dissipation from open water into thin, new ice cover using
the effective transfer framework of equation (2). The effective transfer velocity ce is found to be a function of
the wave and ice conditions which control roughness. When conditions are such that turbulence production
is likely to be transferred via waves, the transfer velocity can be estimated using estimates of ice thickness,
concentration, and significant wave height. When conditions are such that turbulence production is likely
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Figure 12. Schematic representation of integrated near-surface dissipation rate predicted as a function of wind stress,
on the x axis, and the effective transfer velocity, given by the slope of each line. This result assumes a local balance of
turbulence production from wind input and dissipation. The largest dissipation rate will occur in open water
conditions, where transfer velocity ce in a young wave field is typically twice the wave age (black line; Thomson et al.,
2016). The effective transfer velocity in ice decreases as the ice increases and the wave height decreases, such that the
ratio A zice

Hs
increases (blue lines). Typically, the smallest dissipation rates will be observed when the effective transfer

velocity is set by the relative ice-ocean velocity, Δu (purple line), as is commonly seen in nearly 100% ice cover. Gray
shaded areas represent regimes where local production and dissipation are not in balance.

to be transferred via ice, the effective transfer velocity is the change in near surface velocity (Δu). Then,
the dependencies of the effective transfer velocity through these three regimes can be summarized by the
piecewise function:

ce ≈

⎧⎪⎪⎨⎪⎪⎩

ceo

(
cp

U10

)
OPEN WATER

a
(

A zice
Hs

)b
WAVE-TRANSFERRED MIZ

Δu ICE-TRANSFERRED MIZ.

(9)

The resulting estimates of integrated near-surface dissipation are shown schematically in Figure 12. Our
representation of this piecewise function suggests that the transfer velocity in the wave-transferred MIZ is
bound by the transfer velocities in open water and the ice-transferred MIZ, that is, ceo(

cp

U10
) > a(A zice

Hs
)b > Δu.

It is hypothetically possible forΔu values to approach open water transfer velocity values, although velocities
are typically an order of magnitude lower in this data set.

It is clear in Figure 12 that the local dissipation in the MIZ regimes described will always be lower than
in open water. The parameterization for the ice-transferred MIZ is additionally expected to represent an
upper bound on the work done by the wind on the ocean, as the parameterization for the effective transfer
velocity relies on the assumption that the relative velocity between ice and ocean is constant (i.e., ice is not
accelerating). The observed integrated TKE dissipation rates in Figure 10 are lower than those predicted by
the parameterization, possibly indicating some additional work is being done on the ice.

These predictions provide estimates for the vertically integrated dissipation in the near surface (upper
0.5 m). In all cases, the dissipation rate maximum is at the surface (or the base of the ice) and
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Figure 13. Boxplot of scaling parameter, W (equation (10)), calculated for
SWIFT deployments in wave-transferred marginal ice zone (blue) and
ice-transferred marginal ice zone (purple). Boxes contain interquartile
range of data, and whiskers contain data within 2.7𝜎 of median. Dashed
line at W = 1 indicated proposed threshold for transition in dominant
generation mechanism.

monotonically decreasing with depth. Although the total dissipation
clearly depends on the extent of the vertical integral, the steep vertical
profiles suggest that the majority of the dissipation occurs within 0.5 m
of the surface.

These results suggest that turbulence production can be parameter-
ized in either MIZ regime based on wave and ice conditions; however,
it is necessary to determine whether wind work is wave-transferred
or ice-transferred. We introduce a nondimensional scaling parame-
ter, which we call W , representing the ratio of wave-transferred and
ice-transferred transfer velocities. This parameter can be used to deter-
mine whether wind input to waves or input ice dominates near-surface
turbulence and can be related to observed ice and wave conditions based
on the power law fit (Figure 11) in equation (8), such that

W = 0.11
Δu

(
A

zice

Hs

)−0.23

. (10)

We expect that when this parameter is high, input from wind will be
wave-transferred, and when it is low, input will be ice-transferred.

The range of values of W calculated for SWIFT deployments categorized
as wave-transferred and ice-transferred is summarized in Figure 13. This
figure includes all measurements in each regime where all four of the

required variables are available (n = 65 in the wave-transferred MIZ regime; n = 107 in the ice-transferred
MIZ regime). We expect conditions associated with this value to be quasi-steady, such that they vary on the
hourly time scale. The Δu time series, which has measurements every 12 min, has substantial temporal
noise associated with the challenge of using a narrow-band Doppler measurement in the low scattering
environment of the Arctic. This velocity time series was smoothed using the moving average method with
a span of 3, such that the resulting time series represents changes over 36-min periods.

Values of W are expected to be lower for observations in the ice-transferred MIZ than for observations in the
wave-transferred MIZ, as the observations were initially sorted qualitatively based on small waves and high
ice concentration (as described in section 2.1). Additionally, we find that wind stress in the MIZ is generally
wave-transferred if W > 1 and ice-transferred if W < 1. This parameter provides a more quantitative
and less subjective method for separating observations in future work. As this nondimensional parameter
is derived from the ratio of transfer velocities, this result indicates that the wind stress will drive turbulence
generation through the roughness element with the fastest characteristic velocity. The turbulence generation
can then be parameterized the same way in both MIZ regimes, using the largest relevant transfer velocity.

The application of the scaling and equations for approximate dissipation should be limited to a similar range
of conditions as those observed, with low to moderate sea state and thin, new sea ice cover. These conditions
are most common during the autumn and winter near the advancing ice edge. Additionally, following the
assumption of a local energy balance, it is necessary to average over the time scale in which ice conditions
are relatively constant to ensure stationarity.

Products of ice thickness, wind speed, and wave height are available for many areas by satellite and/or
reanalysis products and may be useful for large-scale estimates of turbulence from this method. Wind and
wave data may be obtained from the ERA-Interim reanalysis (Dee et al., 2011), for example, but it should be
noted there has been little validation of the wave results in sea ice cover. Comparison of different available
sea ice thickness products can be found in Labe (2017). In particular, skill in measuring thin sea should be
considered, which has been suggested to be well captured by microwave techniques. The relative ice-ocean
velocity cannot be estimated from remote sensing products, and caution should be used in replacing with
other velocity estimates such as ice drift speed, which was found to have low correlation in these data (not
shown). The relative ice-ocean velocity is likely best estimated currently with coupled models (Yang, 2006).

It is possible to parameterize the observed changes in TKE dissipation rates in other ways, such as a model
in which the effects of ice on near-surface turbulence is fully accounted for by reduction of wind stress into
the ocean (i.e., by application of equation (1)). Although this model may be more in line with what has been
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previously applied for partially ice-covered oceans (e.g., Yang, 2006), the thin MIZ may be more dynamically
similar to open ocean, and thus, application of the open water effective transfer velocity framework may be
more appropriate. Additionally, such a model would require detailed observations of ice-ocean stress, which
we do not have here. Observations of wind stress, as we have in this study, are more commonly available
and often made from ships.

4.2. Buoyancy Flux
It has been previously suggested that near-surface buoyancy production during sea ice formation may pro-
vide an additional source of turbulence. Lacking a direct estimate of the buoyancy flux, we make a rough
estimate for the observations with the greatest ice growth (25–27 October) using the approximate freshwa-
ter flux. The total increase in ice volume over the approximately 6-hr deployment corresponds to a negative
freshwater flux of 1.1 m3/day. This corresponds to an approximate salt flux of 3.5 × 10−5, which is con-
verted to a buoyancy flux of 3.5 × 10−6 m2/s3 by multiplying by g∕𝜌. Referring back to the dissipation rates
in Figure 6, we see that this estimate of buoyancy flux is small compared to the observed dissipation values,
even during this case of rapid ice growth. Buoyancy is only likely to become a significant source when wind
input via waves and ice is sufficiently low, and ice formation is exceptionally rapid.

4.3. Dissipative Mechanisms for Waves in Ice
Turbulence under ice has been proposed as a possible key dissipative mechanism for wave energy in MIZs
(Kohout et al., 2011). Although the attenuation of wave energy in the MIZ has been extensively studied and
significant work is ongoing to parametrize attenuation rates (i.e., Cheng et al., 2017), the actual mechanisms
are still an open question. By using winds as the universal source of upper ocean turbulence, communicated
by either waves or sea ice, the present study has excluded the possibility that observed turbulence is caused
directly by attenuation of waves propagating through the ice.

Although our approach is inherently focused on under-ice turbulence due to local wind input, our obser-
vations of turbulent dissipation rates do not point to near-surface turbulence as a strong attenuation
mechanism. We observe that turbulence is always suppressed in the MIZ compared to open water values
(Figure 9). In open water, similar wind stresses as those we observed in the MIZ would result in signifi-
cantly larger dissipation values to maintain the expected balance. However, the wind input to waves in the
MIZ is not well-constrained; the 1:1 line from the open water parameterization (Figure 9) thus is an upper
bound on what the dissipation in the MIZ would need to exceed for wave attenuation to occur. The strong
correlation of winds and waves in the young, often fetch-limited, seas of these data sets prevents a rigorous
isolation of these mechanisms.

The relative importance of wave attenuation via turbulence is likely different across the various con-
ditions observed here. Closer examination of time series of observations from one deployment in the
wave-transferred MIZ shows that the rapid drop of turbulent dissipation with increasing ice (Figure 5)
occurs well before the decrease in wave energy, such that turbulent dissipation is unlikely to account for the
observed wave attenuation over time. This case is particularly illustrative, as the winds are mostly constant
over time, such that the changes in waves are coupled to changes in ice, rather than wind. If this relation-
ship holds in ice-transferred conditions, as well, then the decrease in energy input from wind to waves will
correspond to a decrease in energy lost from the wave field to the upper ocean as turbulence. As in the
wave-transferred MIZ, we find that the values of near-surface turbulent dissipation when ice controls the
wind input are almost always lower than those observed in open water (Figure 10).

Although some energy will be lost from the wave field to turbulent dissipation via wave breaking and/or
ice-ocean shear in both MIZ regimes, these results suggest that local wind input is a key driver of turbu-
lent dissipation. The observed turbulent dissipation rates can largely be accounted for by the local wind. It
is thus challenging to decouple local input via wind and input from attenuation of wind seas over the MIZ.
Additionally, comparison of wave attenuation coefficients (calculated by Cheng et al., 2017) with integrated
dissipation shows that attenuation rates are not correlated with observed local dissipation rates. Direct con-
tributions to turbulence from wave energy may be significant under some MIZ conditions outside of those
observed here and are likely to be significant under larger, thicker ice floes. Further work is necessary to
determine which of the other possible mechanisms for dissipation of wave energy are important, and under
what conditions they apply. For the new, thin ice herein, other dissipative mechanisms such as viscous
drag within the ice layer or floe-floe collisions (Shen & Squire, 1998) may be key mechanisms for wave
attenuation.
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5. Conclusions
This study uses observations to build a framework for estimating near-surface turbulent dissipation rates in
MIZs with relatively thin ice. Here “thin ice” is used to describe newly formed frazil and pancake ice, where
the ice thickness is approximately 50 cm or less. The near-surface turbulent dissipation rate is a function of
the total wind stress, which does work on the ocean at an effective transfer rate. This is the characteristic
speed at which roughness elements move in the dynamic boundary layer and will be either be related to
the wave or ice speed in new MIZs. In situ measurements of turbulence dissipation profiles across a range
of conditions in newly formed sea ice allow parameterization of the effective transfer velocities controlling
TKE input rate. We have introduced a scaling parameter, W , which may be used to determine the dominant
roughness elements controlling the rate of wind work on the ocean, based on observed or estimated sea
ice thickness and concentration, wave height, and relative ice-ocean shear velocity. Energy input rate for
turbulence generated by wind may then be estimated using calibrated relationships determined by this study.

We do not observe under-ice dissipation values that exceed wind input rates in the MIZ, and as such, we
speculate that wave attenuation modulates turbulent dissipation but does not cause it directly. In other
words, local wind input may be more important than dissipation of wave energy from remote sources (i.e.,
attenuation of swell waves) for the generation of turbulence in thin, young MIZs.

These results build on those of Zippel and Thomson (2016) and others to provide parameterizations for
near-surface turbulent dissipation in the MIZ. These may be applied for the purposes of estimating gas
exchange, heat, and momentum transport. Further field and lab measurements of turbulent dissipation
are necessary to improve physical understanding of mechanisms and expand parameterizations to a wider
variety of conditions. In particular, different parameterizations will likely be necessary for older and thicker
sea ice, including brash ice, based on measurements in those conditions.
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