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Abstract
Several years of surface wave observations in the Chukchi Sea reveal wave groups are a common feature in open water
and ice-covered conditions. The strength of the groupiness, here characterized by the group factor, is well correlated with
the characteristic wave steepness, the spectral bandwidth, and the Benjamin-Feir Index. The general finding is enhanced
groupiness in ice. However, the trends with wave characteristics are opposite from ice to open water, and suggest different
mechanisms. In ice, groupiness increases with decreasing steepness, increasing bandwidth, and decreasing Benjamin-Feir
Index. In open water, the trends indicate that both linear superposition of phase-coherent waves and nonlinear behaviour are
important for the generation of wave groups. We hypothesize that in ice-covered conditions, directional spreading reduces
the effective bandwidth in the dominant wave direction, possibly due to modified four-wave nonlinear transfer spreading
high-frequency energy to lateral directions. This reduced effective bandwidth is then conducive to enhanced group formation
by linear superposition. However, an increased high-frequency noise floor of the in-ice observations would also be consistent
with the observed increase in omni-directional bandwidth. Without directional measurements, neither of these two processes
can be favoured with certainty.

Keywords Wave groups in ice · Nonlinear waves · Directional waves

1 Introduction

Groups or ‘sets’ of waves that are larger in amplitude than
the background wave field are a common phenomenon in
ocean surface wave measurements in both deep (Longuet-
Higgins 1984) and shallow (Elgar et al. 1984) waters.
Wave groups are important to breaking (Banner and Pierson
2007), the emergence of rogue waves (Gemmrich and
Thomson 2017), Lagrangian transport of material at the
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ocean surface (van den Bremer and Taylor 2015), and air-
sea fluxes (Sullivan et al. 2018). The groups can form
from both linear and nonlinear mechanisms. In the linear
mechanism, the linear superposition of two wave trains of
frequency ω1 and ω2 = ω1+"ω generates a regular train of
wave groups with a frequency of the groups equal "ω. This
‘beat’ frequency also occurs in cases of irregular waves with
frequencies spanning a range ω, though the effects are less
coherent. The nonlinear mechanisms include focusing and
modulational instability (Benjamin and Feir 1967), which
is a four-wave interaction that can make a narrow-banded
wave spectrum unstable.

Wave groups are particularly interesting in the presence
of sea ice, because both linear and nonlinear mechanisms
may be altered. The linear mechanism is likely to be altered
by a narrowing of the wave frequency spectrum (i.e. reduced
range of ω) in sea ice, which is the result of preferential
wave attenuation at higher frequencies (Shen and Squire
1998; Rogers et al. 2016; Cheng et al. 2017; Meylan
et al. 2018). The nonlinear mechanism may be altered in
sea ice, via changes to the wave dispersion relation that
enhance four-wave interactions and instabilities (Liu and
Mollo-Christensen 1988; Polnikov and Lavrenov 2007).
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Recently, two field studies have explored wave groups
in the marginal ice zone (MIZ), where waves impinge
on sea ice from open water. Collins et al. (2015) used
observations from the Barents Sea to show that wave groups
were enhanced in thick (1 − 3 m) sea ice and concluded
that nonlinear mechanisms were important. Thomson et al.
(2019) used observations from the Beaufort Sea to show
that wave groups were enhanced in thin (< 0.5 m) sea ice
and that linear mechanisms were sufficient to explain the
observed groups. They find that the enhancement of groups
is well correlated with a decrease in spectral bandwidth ν,
and a decrease in wave steepness ε. The synthesis of these
studies is that (i) wave groups are generally enhanced in sea
ice, and (ii) nonlinear mechanisms may only be appreciable
in thicker ice.

2Methods

2.1 Observations

The Ice Profiling Sonar (IPS) is a single-beam upward-
looking 420 kHz sonar commonly used to measure sea ice
keels. The range r to the upper water interface, i.e. the
underside of the ice, or the free surface if no ice is present, is
recorded at a sampling frequency of up to 2 Hz. In addition,
the water temperature T is recorded at the sensor depth
with a 2-min sampling interval (Figs. 1b and 2b). Up to
nine IPS were deployed from 2009 to 2014 in the Chukchi
Sea as part of the multi-disciplinary, industry-sponsored
Chukchi Sea Environmental Studies Program This paper
focuses on the two IPS at the locations ‘Crackerjack’ and
‘Burger’ (Table 1). The distance between the mean water
level and the sonar was 40 m, yielding a sonar footprint of

1.25 m at the surface. The sampling frequency varied during
the yearly deployments depending on the expected ice
condition, reaching 0.5 Hz or 1 Hz during the freeze-up and
ice-covered periods. With these high sampling frequencies
and the moderate size of the footprint, the IPS is capable
of resolving surface waves. During summer months, the
sampling frequency was a mix of 0.2 Hz continuous pings
for ice draft measurements and 1024-s wave bursts at 2 Hz
every 1.5 h. The data records with sampling frequencies
< 0.5Hz, including the short wave burst segments, are not
included in the following work. In total, there are about 1400
days of data suitable for wave extraction at Crackerjack, and
1850 days at Burger (Table 1).

We convert the range data into an elevation time series:

η(t) = d(t) − d(t), (1)

where d = r cosφ is the interface range corrected for the
instrument tilt φ, and the overbar represents an average over
the duration of the data record, which varied between a few
weeks and about 2 months (Figs. 1a and 2a). Changes in
the elevation η are due to changes in the surface elevation,
i.e. tides and surface waves, or due to ice with varying
draft drifting across the sonar beam. Our range calculations
assume a constant sound speed, and temperature and salinity
changes can result in additional changes in range of up
to ±0.2m. However, these changes occur on long time
scales and do not affect the following calculation of wave
properties.

We split the elevation record into 20-min segments and
calculate ice draft and surface elevation characteristics. For
each segment, we obtain the variance spectra P(f ) with
fixed frequency resolution independent of the sampling rate,
but with varying Nyquist frequencies fN (Figs. 1b and 2b).
The spectral characteristics change drastically throughout

Fig. 1 Conditions during fall
freeze-up at Crackerjack. a
Surface elevation η (red line)
and mean ice draft dice (black
circles). b Spectrogram of
surface elevation. Dashed line at
f = 0.07 Hz indicates threshold
for surface waves. Red line
depicts temperature T at sensor
depth
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Fig. 2 As in Fig.1 but for
location Burger

the records. During ice-free conditions, elevation changes
are roughly symmetric and occur at frequencies f >

0.07Hz, whereas during periods of ice cover, the elevation
record is skewed towards negative values and the energy is
concentrated at low frequencies f " 0.05Hz (Figs. 1a and
2a). The spectrograms reveal bursts of energy associated
with wind events of up to 2-day duration. During these
events, there is a clear frequency downshift associated with
a developing surface wave field. The timing of freeze-up
and melting at the two locations can differ by several days,
and intermediate re-opening and re-freezing is observed.
Under ice cover, the high-frequency content is severely
reduced and the energy is associated with drifting ice with
periods of several minutes. The wave field at the two
locations is fetch-limited and during ice-free conditions,
no significant power is observed at frequencies below
≈ 0.07Hz. Therefore, we define an empirical frequency
threshold fW = 0.07Hz to separate surface waves at f >

fW , and ice roughness at f < fW . This is similar to the
spectral partitioning of Shcherbina et al. (2016).

In principle, small-scale ice roughness could also
contribute to variance in the surface wave band. A roughness
element of horizontal lengths scale L, drifting across the
IPS beam at speed v, contributes to variance at frequency
f = v/L. The mean ice drift speed, obtained from ADCP
measurements at the locations, is vav = 0.16ms−1. Taking

the minimum length scale to be detected equal to twice
the sonar footprint, Lmin = 2.5m, we find the highest
frequency due to ice roughness fmax = 0.064 Hz, and thus
on average the variance contribution from ice roughness is
outside the wave band. However, ice drift speeds of up to
1ms−1 have been observed. For these extreme drift speeds,
ice roughness with length scales 2.5m < L ≤ 14 m would
be interpreted as surface waves.

2.2Wave parameters

The following set of wave parameters are calculated for
the entire data records and are based on 20-min elevation
records. About 80% of the data were sampled at 0.5 Hz, and
the remainder at 1 Hz (Table 1). Since spectral moments
depend on the frequency band considered which in our case
has a variable upper bound fN , all 1-Hz resolution data are
downsampled to 0.5 Hz, and FN = 0.25Hz for all data.

Spectral moments:

mn =
∫ fN

fW

f n P (f ) df , n = 0, 1, 2 (2)

Significant wave height:

Hs = 4
√
mo (3)

Table 1 Deployment summary

Station name Coordinates Water depth Duration 0.5-Hz sampling 1-Hz sampling

Crackerjack 71◦ 10.2387′ N, 166◦ 45.0402′ W 47.1 m Nov 2009–May 2014 1181 days 232 days

Burger 71◦ 14.3976′ N, 163◦ 16.5923′ W 46.5m Oct 2010–Sep 2015 1468 days 372 days
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Dominant frequency (Young 1995):

fp =
∫ fN
fW

f P (f )4 df
∫ fN
fW

P (f )4 df
(4)

Bandwidth (Longuet-Higgins 1984):

ν =
(
m0m2

m2
1

− 1

) 1
2

(5)

Wave steepness:

ε = kpHs (6)

where the peak wavenumber kp is obtained iteratively from
the wave dispersion relation ω2

p = gkp tanh(kph), where h
is the water depth, and ωp = 2πfp.

Benjamin Feir Index:

BFI =
√
2 ε ν−1 (7)

Group factor (Funke and Mansard 1980):

GF = σ (SIWEH)
〈SIWEH〉 (8)

where the Smoothed Instantaneous Wave Energy History
SIWEH = Q ∗ η2 is the convolution of the squared
elevation record η2, and a Bartlett windowQ of length 2/fp.
SIWEH is a measure of the envelope of the elevation record
that is particularly well suited to provide identification of
groups (Funke andMansard 1980). The brackets 〈 〉 indicate
an average over the 20-min segments, and σ its standard
deviation. For young wave fields, the length of the Bartlett
window can be as short as a few data points, due to the low
sampling rate of the data. This can result in unrealistic high
and noisy estimates of the group factor. Therefore, for the
calculation of SIWEH, we linearly interpolate the elevation
record to 5-Hz sampling, which increases the resolution of
the convolution, and therefore improves the group factor
calculation.

2.3 Ice conditions

The Chukchi Sea undergoes a seasonal cycle of ice coverage
(Serreze et al. 2016). The two locations are ice-free in early
summer, freeze-up occurs towards the end of October, and
at the end of winter nearly full ice cover with a mix of
thin first-year ice (0.3–0.7 m) and medium first-year ice
(0.7–1.2 m) are reported on weekly ice charts (www.natice.
noaa.gov). In addition, we analyze the IPS data for ice draft
and obtain the minimum, maximum, mean, and standard
deviation for 20-min records.

Ice draft estimates are based on a combination of tilt
data, acoustic range data, and pressure sensor data from the
IPS along with sound speed and density measurements from
CTD casts and moored CT sensors, and barometric pressure
measurements provided by the nearest weather stations or

numerical models (Melling et al. 1995; Fissel et al. 2008).
The acoustic range data, corrected for tilt and sound speed
fluctuations, provide an estimate for the distance to the
sea ice or water surface during open-water events. IPS
pressure data, corrected for atmospheric pressure and water
density, provide an estimate of water level at all times. The
difference between these two estimates yield the sea ice
draft. CTD casts, and therefore density profiles, are only
available at the deployment and recovery. To reduce the
resulting uncertainty in the ice draft calculation ongoing
inter-comparison of the two different methods is performed
during open-water period. For given densities of sea water
and sea ice, one can obtain the buoyancy of the ice sheet
and estimate the average ice thickness. For the conditions at
the two locations, the average ice thickness is roughly 10%
greater than the observed ice draft.

Here, we are interested in the behaviour of waves in ice.
Therefore, we restrict the following analysis to periods with
well-defined surface wave action when the waveheight is
above a threshold Hs > Hth. As a threshold, we choose
Hth = 0.2m, which excludes the lowest one-third of the
wave observations. Tests with Hth = 0.5m (54% excluded)
and Hth = 1.0m (75% excluded) show that the results
are qualitatively insensitive to increasing the threshold.
During the freeze-up and melt periods, ice conditions can
vary on a daily basis and ice conditions cannot always be
determined from our data. However, surface waves on ice-
free and ice-infested water have different characteristics and
we identify ice-free and ice-infested data segments based on
a combination of following parameters:

Spectral partitioning:

Rm =
∫ fN
fW

P (f ) df
∫ fN
0 P(f ) df

, (9)

Surface symmetry:

Rs = |1 − σn

σp
|, (10)

where σn, σp are the standard deviation of the elevation
data that are greater (smaller) than the mean elevation,
respectively. Additional parameters used to identify ice are
the peak period Tp, and the temperature T at the sensor
depth which is coarsely related to the ice cover. As men-
tioned above, for fast drift speeds, ice roughness can also
contribute to variance at f >fW . The variance spectrum of
ice roughness is generally monotonically decreasing with
increasing frequency and the inferred dominant period Tp ≈
f−1
W . On the other hand, wave spectra drop off at f < T −1

p ,
and the peak period Tp < f−1

W .
For each 20-min segment with Hs > Hth, we use

following criteria: [Rm > 0.9, Rs < 0.2, T > 0oC] for ice-
free conditions, and [Rs > 0.2, T < −1.5oC, Tp < 13 s]
for ice-covered segments. There is no single parameter to

www.natice.noaa.gov
www.natice.noaa.gov
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determine the ice conditions. For example, in ice-free wave
fields, there is little low-frequency energy and Rm → 1,
but Rm > 0.9 can also occur in smooth ice conditions.
The combination of the above stated thresholds provides a
robust partitioning; however, it excludes all segments with
−1.5◦ C< T > 0oC. This temperature range likely includes
conditions ranging from ice-free to partial to full cover with
thin ice.

In ice-covered conditions, the significant wave heights
reached 3 m at Crackerjack and 4 m at Burger, whereas
in ice-free conditions, the maximum value of Hs was 5
m at both locations. The dominant wave period is slightly
larger in ice-covered conditions. The most common period
is about 7 s and the largest period Tp = 13 s reflects our
cut-off frequency for waves, f ≥ 0.07Hz (Fig. 3). These
observations are consistent with recent published surface
wave climatologies of the region (Francis et al. 2011; Wang
et al. 2015; Thomson et al. 2016; Liu et al. 2016).

The mean ice draft dice for the data segments identified
as ice-covered ranges from 0.1 m to more than 5 m (Fig. 4).

At both locations, the ice draft distribution peaks at dice ≈
0.9 m, and values > 1.5m are slightly more prevalent at
Crackerjack. For all data segments identified as ice-free
by our ice detection scheme described above, no ice is
reported by the ice draft analysis, dice = 0, reconfirming our
detection scheme.

3 Results

Overall, there are about 22,500 segments of ice-free data
and 12,000 segments of ice-covered data with valid wave
observations. This large data set allows us to establish
potential dependencies between the groupiness of waves
and the underlying wave characteristics under ice-free and
ice-covered conditions. Thomson et al. (2019) found for
waves propagating through new pancake ice, the wave
groups are enhanced compared to conditions outside the
MIZ. For these conditions, the group enhancement is well
correlated with a decrease in spectral bandwidth ν, a

Fig. 3 Probability distribution of wave parameters at Crackerjack a, b, and Burger c, d. Dark gray bars: ice-free conditions. Light gray bars:
ice-covered conditions. Left column a, c: Significant wave height Hs . Right column b, d dominant wave period Tp
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Fig. 4 Probability distribution of mean ice draft dice during data
segments flagged as ice-covered. a At Crackerjack and b at Burger

decrease in wave steepness ε, and very small Benjamin
Feir Index, BFI < 0.1. We perform a similar analysis as
in Thomson et al. (2019). However, data in ice-free and
ice-covered conditions are taken at the same location and
are separated in time, whereas the data in Thomson et al.
(2019) were all taken during the same storm event but at
different locations. Figures 5, 6, and 8 relate the group factor
GF to wave field parameters. Data from individual data
segments GF , shown as gray dots, are averaged over eight
equally-sized bins GF , depicted as circles. Generally, wave
groups are more pronounced in ice-covered conditions,
where 0.8 < GF < 1.1, compared to ice-free wave fields
where 0.7 < GF < 0.9. This general result is consistent
with Thomson et al. (2019), who also find that waves are
groupier within sea ice. The average ice draft dice within
the wave parameter bins ranges from 1 to 2 m for the
ice-covered conditions.

Observations in ice-free conditions show a robust pos-
itive linear trend of increasing groupiness with increasing
wave steepness (Fig. 5). Increased wave steepness leads to
more pronounced wave nonlinearity, and this trend is con-
sistent with nonlinear mechanisms playing an important role

in the formation of wave groups. Wave steepness in ice
spans roughly the same range as in open water, but values
are somewhat clustered towards low steepness. In ice, wave
groupiness also shows a correlation between groupiness and
wave steepness. The trend is more noisy than in the ice-free
conditions but still well pronounced. More importantly, the
trend is negative and groupiness decreases with increasing
wave steepness. This is similar to the trend found in pancake
ice, but the steepness values are notably larger here, which
could also be related to the different instrumentation. At
Burger, larger steepness is associated with deeper ice draft,
but no such a correlation is found for Crackerjack, suggest-
ing that in general there is no robust correlation between ice
thickness at wave steepness.

When the group factor data are binned with respect to the
spectral bandwidth ν, following trends emerge: for narrow-
banded wave fields, ν ≈ 0.2, group factor values are similar
in ice and ice-free condition,GF ≈ 0.85 (Fig. 6). However,
for more broad-banded spectra, the groupiness depends on
ice conditions. In ice-free conditions, the groupiness rapidly
decreases as the wave field gets more broad-banded, and
the group factor reduces to GF ≈ 0.75 for ν = 0.4. In
ice-covered condition, the correlation of wave groupiness
and bandwidth is not that clear. In particular for ν >

0.3, the group factor covers a very wide range 0.5 !
GF ! 1.2 with bin averages of GF ≈ 1.05. Over the
entire range of bandwidth an overall positive trend emerges,
with increasing group factor for increasing bandwidth. This
overall trend, which is opposite to the trend in ice-free
conditions, is surprising and needs further analysis.

Ice is known to filter out high frequencies of the wave
field which results in smaller bandwidth. Thomson et al.
(2019) find the bandwidth 0.1 ≤ ν ≤ 0.22 during thin
ice cover to be more narrow than during ice-free condition
(0.2 ≤ ν ≤ 0.48), and in the latter case, a clear negative
trend of decreasing group factor with increasing bandwidth,
similar to what we find here. For ice-covered conditions, no
trend exists in the Thomson et al. (2019) study.

There are several different measure of bandwidth (for ref-
erences see, e.g. Saulnier et al. (2011)) and the exact func-
tional dependence of groupiness and bandwidth will likely
depend on the specific choice of bandwidth parameter. How-
ever, differences in spectral bandwidth can readily be seen
in the spectra themselves. We calculate average spectra from
data recorded at Burger during the period September 2013
and August 2014 (Fig. 7). The most narrow spectrum cor-
responds to ice-free conditions. In comparison, the average
spectrum for ice-covered condition has much higher low-
frequency variance and a weaker decay at frequencies above
the dominant frequency. This results in a slightly larger aver-
age bandwidth, consistent with the higher upper bound of
of individual ν—values seen in Fig. 6. The average spec-
trum of narrow-banded (ν < 0.3) ice-covered wave fields
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Fig. 5 Group factor GF (black
circles, and gray dots), and mean
ice draft dice (red crosses) as
function of wave steepness ε, at
Crackerjack a, b, and Burger c,
d. Left column a, c: for ice-free
conditions. Right column b, d
for ice-covered conditions

is nearly identical to that for ice-free conditions, except
slightly higher variance at the lowest frequencies in the
wave band. In this bandwidth, range the group factor is also
similar in ice-covered and ice-free conditions (Fig. 6). The
large bandwidth range ν > 0.3 is only found for waves
in ice. The average spectrum for these conditions shows a
dominant wave frequency fp ≈ 0.08Hz much lower than
for the narrow-banded wave fields (fp ≈ 0.12Hz). At fre-
quencies above the spectral peak, spectral levels fall off
rapidly but stay nearly level at f " 0.13Hz. It is this broad
high-frequency tail that causes the large bandwidth values.
However, the physical origin of these high variance levels
could be due to surface waves, or increased noise in the
observations, and the extreme large bandwidth values could
be contaminated by high-frequency noise. If the large band-
width values are based on surface waves, this suggests that
the observed wave events are locally generated, rather than

waves that have propagated for long distances through ice.
The mean ice draft does not correlate with bandwidth.

To further assess if wave groupiness is associated with
nonlinearity, we bin the group factor in terms of the
Benjamin-Feir Index. For ice-free waters, there is a very
clear trend of increasing groupiness with increasing BFI
(Fig. 8). Since BFI is the ratio between wave steepness
and bandwidth (Eq. 7), the well-defined trend reflects
the high correlations of group factor with wave steepness
and bandwidth (Figs. 5 and 6). The BFI values range
from 0.1 to ≈ 1, the critical value for the onset of the
Benjamin-Feir instability. The positive trend indicates that
in open water nonlinearity is likely an important factor
for wave groupiness in the Chukchi Sea. For wave fields
in ice, the BFI values are generally smaller than in open
water conditions, and there are noticeable differences at
the two locations. At Crackerjack, two-thirds of the data
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Fig. 6 Group factor GF (black
circles, and gray dots), and mean
ice draft dice (red crosses) as
function of spectral bandwidth ν,
at Crackerjack a, b, and Burger
c, d. Left column a, c: for ice-
free conditions. Right column b,
d for ice-covered conditions

have BFI<0.3 and there is a well-established negative
trend of decreasing groupiness with increasing BFI. At
Burger, about half the data are at BFI<0.3 and show
a strong negative trend with the group factor. There is
some indication of a reversal of the trend at higher BFI
values. Taking all data, the trend is negative, i.e. decreasing
groupiness with increasing BFI, consistent with the trend at
Crackerjack. The mean ice draft dice binned by BFI values
is also different at the two locations. At Crackerjack, the ice
draft is uncorrelated with BFI whereas at Burger, there is
a clear positive trend with deeper ice draft associated with
higher BFI.

4 Discussion

Wave groups are prominent in both open water and under
ice cover, at both locations. We find well-defined trends

between groupiness and various parameters commonly used
as indicators for wave field nonlinearity. In open water,
groupiness increases with (i) increasing wave steepness, (ii)
decreasing bandwidth, and (iii) increasing BFI. These are
all clear indications that nonlinearity plays an important role
in the development of wave groups. The wave data in open
waters are largely from short wind events. Furthermore, the
observations were taken in the eastern Chukchi Sea, and
therefore the waves are expected to be duration and fetch
limited. These young wave fields are steep and likely have
a narrow directional spreading. Both factors are favourable
for pronounced nonlinearity, as can also be seen in the
relative high BFI values.

On the other hand, wave groups in ice seem to be
inhibited by increasing nonlinearity. Groupiness in ice
decreases with (i) increasing wave steepness, (ii) decreasing
bandwidth, and (iii) increasing BFI. These trends are
opposite to the trends found at the same locations in
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open water, and the correlations (i) and (iii) are significant
and robust. The decrease of groupiness with decreasing
bandwidth is unexpected but might be somewhat affected
by an increased noise floor in the data. Linear superposition
and nonlinear focusing both would lead to the opposite
trend, i.e. increasing groupiness with decreasing bandwidth.
However, this apparent reversal of the trend might be
related to the way the nonlinearity parameters are calculated
neglecting any effects of directional spreading of the wave
field.

4.1 Directional considerations

The wave steepness (Eq. 6), spectral bandwidth (Eq. 5), and
BFI (Eq. 7) are based on properties of nondirectional wave
spectra. However, the generation of wave groups mainly
depends on the spectral properties of waves aligned with the
direction of the dominant waves. For example, two aligned
wave trains of similar frequency generate well-defined
groups, whereas the same wave trains in a crossing sea
would result in a regular pattern of sea cusps, but no groups.
Similarly, a spectrally broad-banded wave field generally
has a weak group structure. However, if the same wave field
has a broad directional spreading, it can become spectrally
narrow-banded near the dominant waves. This is illustrated
with two synthetic spectra with identical one-dimensional
spectral shape but different directional spreading (Fig. 9).
The spectra were generated with the MATLAB toolbox
DIWASP (DIWASP 2012) as a superposition of one
dominant spectrum and 20 spectra of increasing peak
frequency, increasing directional spread, and decreasing
wave energy. For the narrow directional 2-D spectrum, the
direction of all individual waves is 90◦. The broad spectrum
consists of the dominant spectrum with direction 90◦ and
the directions of the high-frequency spectra increase from
90◦ ± 30◦ to 90◦ ± 90◦. Integrating the two spectra over
all directions yields identical 1-D spectra (Fig. 9), and
therefore identical nonlinearity parameters ε = 0.075 and
ν = 0.463. However, in the direction of the dominant
waves, the spectra are obviously different. Integration of the
2-D spectra over the range 90◦ ± 15◦ yields a spectrally
broad-banded 1-D spectrum for the case of a narrow
directional spread, with ε = 0.071 and ν = 0.444, but
a narrower spectral bandwidth ν = 0.409 and smaller
steepness ε = 0.027 for the directional broad spectrum.
Thus, linear superposition of waves propagating in the main
direction will result in enhanced groupiness for the spectrum
where the high-frequency components are propagating in an
oblique direction. Here we hypothesize that the presence of
ice modifies the directional spreading of a wave field in a
manner to reduce the spectral bandwidth of the dominant
waves and thus leads to the observed enhanced group
structure of waves in ice. Our surface elevation records are

Fig. 7 Average wave height spectrum for the period 01/09/2013 to
05/08/2014 at station Burger. Black line: ice-free conditions; gray line:
all ice-covered conditions, red line: ice-covered conditions with narrow
bandwidth, blue line: ice-covered condition with broad bandwidth

nondirectional and we cannot test this hypothesis directly
with our data. However, there is some theoretical and
observational support for it.

Observations of the directional spreading of waves in ice
are challenging and rare, especially at high wave numbers.
Sutherland and Gascard (2016) used airborne scanning
lidars in the Beaufort Sea to obtain the directional wave
spectra over a flight path from the ice edge to about 60
km into the MIZ. At the dominant wavenumber, kp =
0.05 rad/m, the spectral spread remained constant at ≈ 29o

up to 50 km into the ice, whereas at k = 0.09 rad/m, the
spread increased from 30 to 45◦. On the other hand, Montiel
et al. (2018) used wave buoy observations and suggested
‘that directional spreading decreases with distance of
propagation in the pancake icecover, most likely as a result
of directional filtering from dissipative processes’.

Polnikov and Lavrenov (2007) performed numerical
calculations of the nonlinear energy transfer of surface
waves on water covered with broken ice. The floating ice
adds inertia, incorporated in the ‘mass-loading’ dispersion
relation (Squire et al. 1995):

ω2 = k g tanh(kD)

1+ ρi/ρw h k tanh(kD)
(11)
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Fig. 8 Group factor GF (black
circles and gray dots), and mean
ice draft dice (red crosses) as
function of Benjamin-Feir Index
(BFI), at Crackerjack a, b, and
Burger c, d. Left column a, c:
for ice-free conditions. Right
column b, d for ice-covered
conditions

where D is the water depth, ρi , ρw are the densities of ice
and water, respectively, and h is the thickness of the ice
floats. They find the four-wave interaction are modified by
the presence of ice and the severity of the modifications
increase with increasing ice thickness, i.e. with increasing
deviation of the dispersion relation from the open water
dispersion relation. Overall, ice reduces the nonlinear four-
wave transfer but enhances the transfer to high frequencies.
On the other hand, ice is known to act as a lowpass filter on
waves due to mechanical damping (Collins et al. 2017). The
enhanced nonlinear transfer at high frequencies acts against
this damping. If the nonlinear transfer fully counteracts the
damping, the spectral bandwidth in ice covered conditions
spans the same range of values as that in open water, which
is consistent with our observations (Fig. 6). The reduction
of high-frequency wave energy occurs even in thin frazil
ice (Rogers et al. 2016; Cheng et al. 2017) whereas the
enhanced nonlinear transfer is most effective in thicker

ice. Thomson et al. (2019) find vastly different bandwidth
values in pancake ice, 0.1 < ν < 0.2 compared to 0.2 <

ν < 0.5 in water. This is consistent with no enhanced
nonlinear transfer in thin ice, but the lower frequency
resolution of their observations in ice might also contribute
to this difference.

Furthermore, Polnikov and Lavrenov (2007) find that
the high-frequency energy spreads to lateral directions, thus
making the waves in the dominant direction more narrow-
banded, as discussed above. Therefore, the enhanced high-
frequency nonlinear transfer in ice can in principle lead
to an increased group factor. This might be part of the
explanation why generally the group factor in ice is larger
than that in open water (Figs. 5, 6, and 8). The calculations
also show that the change to the nonlinear transfer is
less pronounced in narrow-banded spectra. This would
mean that the directional spreading is also reduced and
an overall narrow-banded wave field can actually be more
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Fig. 9 Spectra of synthesized
wave data. Left column: narrow
directional spreading. Right
column: broad directional
spreading. Top row: 2-D spectra.
Bottom row: 1-D spectra
obtained from all directions
(black) and from directions 75
to 105◦ only (red)

broad-banded around the dominant direction, which is the
relevant parameter to affect the wave groupiness. This is
consistent with the observed trends of smaller group factor
for narrower bandwidth (Fig. 6b, d) and decreased group
factor for larger BFI (Fig. 8b, d). In open water, wave
steepness and bandwidth are uncorrelated (Fig. 10a, c).
However, in ice-covered conditions, wave steepness rapidly
decreases with bandwidth (Fig. 10b, d). This trend can
also explain the observed negative trends of decreasing
group factor with increasing wave steepness (Fig. 5b, d).
Alternatively, the advection of small-scale ice roughness
elements would increase steepness ε. Since ice roughness
would be uncorrelated with wave motion, this would reduce
groupiness, also resulting in a negative trend between ε and

GF . However, small-scale ice roughness would increase the
bandwidth as well as steepness, yielding a positive trend
between ν and ε, contrary to our observations.

The enhanced nonlinear transfer, additional wave damp-
ing, and increased directional spreading all affect the high-
frequency range of the spectrum and are absent in open
water and weak in thin ice. Therefore, under those condi-
tions, the trends are opposite to the trends in water covered
with thick ice. During ice-free conditions, the wave field at
the two locations in the eastern Chukchi Sea have a narrow
directional spreading and superposition of wave trains yield
more pronounced wave groups for narrow-banded spec-
tra, as observed (Fig. 6a, c). On the other hand, steeper
wave fields imply enhanced nonlinearity and the observed
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Fig. 10 Wave steepness ε as
function of bandwidth ν, at
Crackerjack a, b, and Burger c,
d. Left column a, c: for ice-free
conditions. Right column b, d
for ice-covered conditions

increase in groupiness suggest that nonlinear focusing plays
an important role in the generation of wave groups. This is
also consistent with the positive trend between group factor
and BFI (Fig. 8a, c)

5 Conclusions

Wave groups are a common feature of the waves in
the eastern Chukchi Sea, in ice-free and in ice-covered
conditions. In general, we find that groups are more
prominent in ice. We find that both the mechanisms
of linear superposition and nonlinear interactions are
likely contributing factors in the generation of wave
groups. In open water, narrow-banded wave fields show

enhanced groupiness, relative to broad-banded wave field
due to their favourable conditions of phase coherent linear
superposition. The observed increase of the group factor
for increasing wave steepness suggests nonlinear focusing
also plays an important role. Thin to medium first-year
ice appears to affect the nonlinear four-wave interaction
of wave energy transfer within the spectrum. The energy
transfer to high-frequency waves may be enhanced and
spread to directions lateral to the dominant wave direction.
This modified transfer does not affect the nonlinearity
parameters ε, ν, and BFI obtained from the directionally-
integrated spectrum. However, the generation of wave
groups is determined by the spectral shape of the waves
propagating in the dominant direction, only. The effective
bandwidth, calculated from the spectrum integrated over a
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small sector around the dominant direction only, reduces
as the transfer and directional spreading of the high-
frequency waves increases. This process of narrowing
the effective bandwidth is most effective in broad-banded
spectra. Thus, enhanced nonlinear transfer can modify the
spectra in a way that lead to enhanced group generation
by linear superposition. However, increased high-frequency
noise in the observations would also be consistent with
an increased omni-directional bandwidth. Long-term high-
quality observations of directional wave spectra, as opposed
to the scalar measurements herein, would be required to
asses more completely the hypothesis of modified nonlinear
transfer leading to enhanced groupiness in ice.
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