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A B S T R A C T

A long-standing problem in maritime operations and ocean development projects has been the prediction
of instantaneous wave energy. Wave measurements collected using an array of freely drifting arrays of
Surface Wave Instrument Float with Tracking (SWIFT) buoys are used to test methods for phase-resolved
wave prediction in a wide range of observed sea states. Using a linear inverse model in directionally-rich,
broadbanded wave fields can improve instantaneous heave predictions by an average of 63% relative to
statistical forecasts based on wave spectra. Numerical simulations of a Gaussian sea, seeded with synthetic
buoys, were used to supplement observations and characterize the spatiotemporal extent of reconstruction
accuracy. Observations and numerical results agree well with theoretical deterministic prediction zones
proposed in previous studies and suggest that the phase-resolved forecast horizon is between 1–3 average
wave periods for a maximum measurement interval of 10 wave periods for ocean wave fields observed during
the experiment. Prediction accuracy is dependent on the geometry and duration of the measurements and is
discussed in the context of the nonlinearity and bandwidth of incident wave fields.
1. Introduction

Real-time, phase-resolved reconstruction of irregular ocean waves
is critical for optimizing many offshore operations ranging from de-
veloping early warning systems for surface vessels to reducing fatigue
loads on offshore structures. Recent expansions in ocean development
projects, including offshore wind power generation, face obstacles in
achieving safe and efficient operation in an environment where unpre-
dictable ocean waves can excite movement of a floating structure (e.g.
Ma et al., 2018). For many years, spectral wave forecasts have been
used in the design and operation of marine technologies, where phase-
averaged statistical properties of the wave field are used to generate
a stochastic prediction. The ability to deterministically predict the
evolution of the sea surface wave-by-wave; however, can increase
operational envelopes and help mitigate environmental loading on
structures at sea. For example, wave energy converters (WECs) are
typically tuned for gross average wave power (Drew et al., 2009),
but the assimilation of phase-resolved wave predictions into advanced
control techniques can produce significant gains in efficiency (Li et al.,
2012).

Reconstruction of broadband, irregular wave fields from limited
measurements is a challenging task that requires inverting a model
describing wave dynamics based on limited measurements (Wu, 2004;
Nouguier et al., 2014; Connell et al., 2015; Qi et al., 2018b; Desmars
et al., 2020). When properly inverted, the solution can be propagated
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forward (backward) in time and space using the dispersion relation
to produce a forecast (hindcast) at a location of interest. Morris et al.
(1998) first suggested that for some measurement interval there exists
a finite zone in space–time where the sea surface can be accurately re-
constructed from observations. Within this theoretical prediction zone,
it is feasible to accurately predict instantaneous wave elevation and
related fields over short periods (Wu, 2004; Naaijen et al., 2014; Qi
et al., 2018a).

The development of remote sensing technologies, such as LIDAR
and X-band radar, has prompted investigations into the utility of these
large spatiotemporal datasets in producing phase-resolved predictions.
With adequate processing, wave information can be extracted from
these raw remote sensing observations and used to perform spatio-
temporal wave inversion for use in control of ship motions (Connell
et al., 2015; Kusters et al., 2016; Hilmer and Thornhill, 2015; Naaijen
et al., 2018; Kusters et al., 2019). Alternatively, in-situ measurements,
such as those provided by a network of buoys, could be employed
to generate wave predictions in applications where operability and/or
cost prohibits the use of remote-sensing technologies. Although remote
sensing observations may provide greater areal coverage, the high
accuracy of point observations can provide efficient means of wave
forecasting using inverse models with comparatively few degrees of
freedom afforded by fewer observations.

In this paper, we present observations collected from freely drifting
wave buoys and demonstrate the capability for real-time deterministic
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wave prediction in irregular, short-crested wave fields. The dataset
spans a wide range of wave conditions and, to the authors’ knowledge,
represents the first use of in-situ ocean wave data in phase-resolved
wave prediction using sparse multi-point measurements. Numerical
simulations of a multidirectional Gaussian sea are used to assess model
performance and characterize effective prediction zones. Results are
discussed in the context of geometric arguments for linear predic-
tion zones and wave group dynamics that control the modulation of
instantaneous wave energy.

1.1. Wave groups

A ubiquitous feature of ocean waves is the propagation of wave
energy in groups, or sets, of waves which have heights that exceed a
particular threshold (Goda, 1970). High sets of waves can pose a risk to
maritime operations and are fundamental to many physical processes
at the ocean surface including wave breaking (Banner and Pierson,
2007; Banner et al., 2014) and rogue wave formation (Gemmrich
and Thomson, 2017). Given their importance to the surface ocean
and its utilization, we briefly introduce wave group formation and
characteristics in regards to the spatiotemporal structure of irregular
ocean waves.

Using linear wave theory, an irregular wave field can be represented
as the sum of 𝑛 = 1,… , 𝑁 regular free-wave components that propagate
along a horizontal plane (x,y) at some angle, 𝜃𝑛, relative to the positive
𝑥-direction with an angular frequency, 𝜔𝑛, and amplitude, 𝐴𝑛, such that
the free surface can be described as:

𝜂(𝑥, 𝑦, 𝑡) = R

( 𝑁
∑

𝑛=1
𝐴𝑛 exp(𝑖(𝐱 ⋅ 𝐤𝑛 − 𝜔𝑛𝑡 − 𝜙𝑛))

)

(1)

where 𝑡 is time, 𝑘 =
√

𝑘2𝑥 + 𝑘2𝑦, 𝑘𝑥 = 𝑘𝑐𝑜𝑠𝜃, 𝑘𝑦 = 𝑘𝑠𝑖𝑛𝜃, and frequency
is related to wavenumber through the deep-water linear dispersion
relation: 𝜔 =

√

𝑔𝑘. Eq. (1) assumes that there is no mean surface
urrent. Within this linear framework, wave groups arise from a beat
requency developing due to phase coherence between neighboring
requencies and is therefore strongly related to the scalar bandwidth
f the wave energy spectrum (Longuet-Higgins, 1984):

=

(

𝑚0𝑚2

𝑚2
1

− 1

)1∕2

(2)

here 𝑚𝑛 is the 𝑛th moment of the wave energy spectrum, 𝑆(𝜔).
t narrow bandwidths, energy is concentrated at frequencies near

he spectral peak leading to strong group structure within the wave
ield. As bandwidth increases, the coherency of superimposed wave
omponents with random phases decreases leading to a reduction in
he constructive and destructive interference patterns that give rise to
ave groups (Thomson et al., 2019).

Wave groups can also be generated by nonlinearities within the
ave field. In narrow-banded seas, four-wave nonlinear interactions

an act to transfer energy from the fundamental frequency to side-band
requencies leading a periodic wave train to become unstable (Ben-
amin and Feir, 1967). The importance of this modulational instabil-
ty (Benjamin and Feir, 1967) to the generation of wave groups can
e assessed using the Benjamin–Feir Index (BFI) defined by (Janssen,
003):

𝐹𝐼 =
√

2
( 𝜖
𝜈

)

, (3)

ith modulational instabilities expected to occur when 𝐵𝐹𝐼 > 1. Wave
teepness (𝜖), defined in (4) using the peak wavenumber (𝑘𝑝) and
urface displacement variance (

⟨

𝜂2
⟩

), is often used to assess the degree
f nonlinearity within the wave field. Brackets in (4) indicate statistics
alculated using short-interval measurements, typically 10–30 min of
ata.

=
(

𝑘2
⟨

𝜂2
⟩

)1∕2
(4)
2

𝑝

In addition to scalar bandwidth, directional bandwidth also acts to
egulate nonlinear generation mechanisms that can give rise to high
uns of waves. Previous studies of isolated wave groups in directionally-
ich seas have shown that there is little to no increase in the height of
he wave envelope due to nonlinear dynamics (Adcock et al., 2015,
nd references therein). As the directional spread of the wave field
ncreases, wave group formation can be described effectively through
nterference patterns within a linear wave field (e.g. Elgar et al., 1985).

Regardless of the generation mechanism, the groupiness of irregular
cean waves necessitates that deterministic wave prediction schemes
ccurately capture short-duration variations in incident wave energy
t the point or area of interest. Depending on the intended application,
he accuracy required may range from fully phase-resolved predictions
f individual waves to early warning systems based on a predicted wave
nvelope that exceeds a predetermined threshold.

.2. Theoretical wave prediction zone

Given a set of measurements that span a limited space and time,
hase-resolved reconstruction of an irregular wave field is constrained
o a region determined by the distribution of wave energy as well as
he span of the measurements. The guiding principal of this theoretical
rediction zone is that the time-trace (i.e. how far did a wave travel
uring a sampling period) of individual observed wave packets defines
spatiotemporal zone that contains all waves incident at measurement

ocations during the sampling period (Morris et al., 1998; Wu, 2004;
i et al., 2018b). Wave packets are used here to describe runs of

egular wave components that propagate through the measurement do-
ain unchanged. Recent studies have demonstrated that the prediction

one (i.e., region that extends beyond measurement locations where
nstantaneous wave conditions can be reconstructed) is determined by
he group velocities, rather than phase velocities, of individual wave
omponents (Wu, 2004; Blondel et al., 2010; Naaijen et al., 2014; Qi
t al., 2018a). Although whole-area (X-band Radar, LIDAR, SAR, etc.)
easurements of the sea surface can be used to formulate a theoretical
rediction zone, we restrict our discussion to prediction zones for
parse point measurements as provided by an array of wave buoys (e.g.
aghukumar et al., 2019).

Beginning with a unidirectional irregular wave field, the prediction
one for a single point measurement is defined by the intersection of all
ave packet time-traces that are observed during the sampling interval,

uch that the prediction zone,  , is defined by (Wu, 2004; Qi et al.,
018b):

∶

⎧

⎪

⎨

⎪

⎩

(𝑡 − 𝑇 )𝐶𝑔,𝑚𝑖𝑛 ≤ 𝑥 − 𝜉 ≤ 𝑡𝐶𝑔,𝑚𝑎𝑥, 𝑇𝑖 ≤ 𝑡 ≤ 0
(𝑡 − 𝑇 )𝐶𝑔,𝑚𝑖𝑛 ≤ 𝑥 − 𝜉 ≤ 𝑡𝐶𝑔,𝑚𝑖𝑛, 0 ≤ 𝑡 ≤ 𝑇
(𝑡 − 𝑇 )𝐶𝑔,𝑚𝑎𝑥 ≤ 𝑥 − 𝜉 ≤ 𝑡𝐶𝑔,𝑚𝑖𝑛, 𝑇 ≤ 𝑡 ≤ 𝑇𝑓

(5)

here 𝑡 is time, 𝑇 is the measurement interval, 𝑥 is the distance along
ave rays, 𝜉 is the buoy location, and 𝐶𝑔 is a vector of group velocities

or wave frequencies considered in the surface reconstruction. The
emporal extent of the prediction zone, 𝑇𝑖 ≤ 𝑡 ≤ 𝑇𝑓 , is then defined

such that 𝑇𝑖 = −𝛽𝑇 and 𝑇𝑓 = 𝑇 + 𝛽𝑇 where 𝛽 = 𝐶𝑔,𝑚𝑖𝑛∕(𝐶𝑔,𝑚𝑎𝑥 − 𝐶𝑔,𝑚𝑖𝑛).
When multiple point observations are used and individual buoy

prediction zones overlap, the total prediction zone is bound by the
maximum extent of traceable wave packets propagating through the
measurement array. Geometrically, this means that the distance be-
tween buoys, 𝛿𝑏, must be no larger than 𝐶𝑔,𝑚𝑖𝑛𝑇 permitting continuous
tracing of all measured wave packets from one point measurement to
another. The resulting total prediction zone covers a region of 𝑥−𝑡 space
that is larger than the union of individual prediction zones (Figure 2
in Qi et al., 2018b). When individual prediction zones do not overlap,
wave packets cannot be traced from one measurement to another and
the total prediction zone becomes a discrete set of areas given by
individual prediction zones (Wu, 2004; Qi et al., 2018b). Previous
laboratory and simulation results have demonstrated good agreement

between the theoretical prediction zone and predictions from a variety
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of deterministic unidirectional wave models (Wu, 2004; Blondel et al.,
2010; Naaijen et al., 2014; Simanesew et al., 2017; Qi et al., 2018a;
Desmars et al., 2020).

Extending the theoretical prediction zone to multidirectional wave
fields is straightforward and was recently derived in detail by Qi et al.
(2018b). Predictable zones, 𝑁 , are obtained along specific wave prop-
gation directions, 𝜃𝑁 , such that  is then defined as the intersection
f 𝑁 over all wave directions used in the sea surface reconstruction.
he resulting prediction zone is a fan-shaped area that sweeps through
ll incident wave directions and has a maximum extent at 𝑡 = 𝑇 ∕2 and
educes to point locations at 𝑇𝑖 and 𝑇𝑓 (See Fig. 3 in Qi et al., 2018b)
efined as:

𝑖 =

(

𝑈 − 𝐶𝑔,𝑚𝑖𝑛
)

𝑐𝑜𝑠𝜃ℎ𝑇
(

𝐶𝑔𝑚𝑎𝑥 − 𝐶𝑔𝑚𝑖𝑛𝑐𝑜𝑠𝜃ℎ
) (6)

𝑇𝑓 =

(

𝐶𝑔𝑚𝑎𝑥 − 𝑈
)

𝑇
(

𝐶𝑔𝑚𝑎𝑥 − 𝐶𝑔𝑚𝑖𝑛𝑐𝑜𝑠𝜃ℎ
) (7)

𝑈 is the velocity of the measurement probe and 𝜃ℎ is the half-directional
bandwidth of the incident wave field (Qi et al., 2018b). Eq. (7) assumes
that the velocity of the probe is less than the minimum group velocity
used in the reconstruction. If a measurement probe is moving at a speed
of 𝐶𝑔,𝑚𝑖𝑛 ≤ 𝑈 ≤ 𝐶𝑔,𝑚𝑎𝑥, the prediction zone is nullified due to aliasing
that occurs when tracing the wave component that satisfies 𝑈 = 𝐶𝑔 .

The rapid decay of the prediction zone following a measurement
interval presents a significant challenge for real-time forecasting us-
ing sparse point measurements. Unlike whole area measurements that
permit the use of 2D or 3D FFTs (Blondel-Couprie and Naaijen, 2012;
Naaijen and Blondel-Couprie, 2012) in sea surface reconstruction, di-
rectly reproducing the observed 3D sea surface using Fourier decom-
position is not possible using a sparse array of point measurements.
In many applications, however, operational and cost constraints may
favor the installation of buoy networks prompting further investigating
into the possibility for their use in phase-resolved wave reconstruction.
As such, alternative prediction schemes should be developed that can
reconstruct (or forecast) an incident wave field for a target of interest
based on limited point observations on time scales less than 𝑇𝑓 −𝑇 sec-
onds. While several studies have investigated unidirectional irregular
wave reconstruction, comparison of the theoretical prediction zone for
multidirectional ocean waves remains an open question.

2. Methods

2.1. Data collection

Wave data were collected between December 6–19, 2019 in the
northeastern Pacific using freely drifting arrays of Surface Wave Instru-
ment Float with Tracking (SWIFT) buoys. Between four and six SWIFTS
were deployed daily from the R/V Sikuliaq while in transit from Dutch
Harbor, Alaska to Seattle, Washington and conducting operations at
Ocean Weather Station Papa (Fig. 1a). The daily deployments collected
contemporaneous wave measurements for approximately 8 h each day.
Array geometries varied over the course of the experiment, but typically
had buoy spacings (𝛿𝑏) on the order the observed peak wavelength
(Fig. 1b-d). The buoys have a windage of approximately 1% and were
drogued at a depth of 3 m to reduce drift under wind speeds that ranged
from 4 m/s to in excess of 30 m/s. A summary of SWIFT observations
used in this study in shown in Table 1. Data used in the analysis is
restricted to typical ocean wave conditions observed during the cruise
where 2 < 𝐻𝑆 < 5 meters and 7 < 𝑇𝑃 < 15 s, omitting the extreme
event observed between December 11–13, 2019 where wave heights
exceeded 10 meters (during which only two buoys were deployed).

In addition to four of the latest generation (v4) SWIFT buoys (Thom-
son et al., 2019) used throughout the experiment, two version 3 (v3)
3

SWIFTs (Thomson, 2012) were also deployed when available. Both i
Fig. 1. (a) Map showing deployment locations in the NE Pacific. Ocean Station Papa
is denoted as OSP. (b–d) Sample array geometries shown with buoy drift tracks (black
lines) for December 8, 18, and 19, respectively. Spatial scale shown at lower left. Black
arrows in panel (a) indicate location of sample arrays within the cruise track.

SWIFT designs measure waves using a combination of vertical accel-
erations and GPS velocities. Heave data are collected at 5 Hz (25 Hz)
in 512 (520) second bursts every 12 min onboard the SWIFT v4 (v3).
GPS velocities are collected at 5 Hz by SWIFT v4 and 4 Hz by SWIFT
v3. The first portion of each burst is screened to remove poor data
that results from insufficient satellite signal. Raw vertical accelerations
are then rotated from a body reference frame to an earth reference
frame and double-integrated to produce estimates of raw heave. A high-
pass filter is applied to raw accelerations to remove low-frequency (f <
0.05 Hz) noise prior to double integration (Thomson et al., 2018). Raw
measurements are used to calculate standard bulk and spectral wave
parameters ( Fig. 2a, Thomson, 2012; Thomson et al., 2019) as well as
estimate directional spectra using a maximum entropy method. Wave
envelopes, 𝐴(𝑡), are calculated as the amplitude of the analytic signal
omputed from the Hilbert transform of raw vertical displacement
ime series. A sample time series of raw vertical heave measured on
ecember 18, 2019 is shown in Fig. 2b along with the corresponding
ave envelope, smoothed using a low-pass butterworth filter with

utoff frequency equal to 𝑚1∕𝑚0. Finally, SWIFT v4 buoys are equipped
ith an ethernet bridge enabling real-time broadcasting of observed
ave motions. Although this capability is not used here, it is important

o note that the measurements presented are representative of data
vailable for near real-time wave prediction.

.2. Irregular wave reconstruction

Various strategies for deterministic wave prediction have emerged
n the last two decades ranging from linear plane wave approxima-
ions (Connell et al., 2015; Desmars et al., 2020) to pseudo-spectral
ethods (Dommermuth and Yue, 1987; Wu, 2004; Blondel et al.,
010; Yoon et al., 2016; Qi et al., 2018a; Fujimoto and Waseda,
020) capable of modeling the nonlinear evolution of steep wave
ields. The initialization of forward-solving models, such as high-order
pectral methods (HOS), can be computationally prohibitive for real-
ime forecasting (Desmars et al., 2020; Fujimoto and Waseda, 2020)

n multidirectional ocean wave fields, suggesting that a comparatively
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Table 1
Available contemporaneous measurements and average wave conditions for December 8 and 16–19, 2019.

Date Mode (𝑁𝑆𝑊 𝐼𝐹𝑇 ) 𝛿𝑏 [m] 𝐻𝑠 [m] 𝑇𝑝 [sec] 𝜎(𝑓 ) [deg] Drift speed [m/s]

12/08/2019 5 167 3.01 8.6 39.8 0.31
12/16/2019 5 401 3.06 13.6 26.0 0.20
12/17/2019 5 503 4.38 13.7 37.2 0.18
12/18/2019 5 341 2.86 12.0 42.9 0.32
12/19/2019 6 280 3.29 12.8 33.1 0.15
Fig. 2. (a) Sample scalar spectra collected on December 18, 2019. Black line indicates daily average. (b) Filtered heave time series measured at 22:00:00 UTC shown with a
filtered wave envelope estimated using a Hilbert transform.
Fig. 3. (a) Measured daily histograms of normalized sea surface elevations, 𝜂∕𝐻𝑆 ,
shown with fitted Gaussian distributions.

simple inverse modeling approach may offer advantages in certain
applications depending on the level of accuracy required.

Following Connell et al. (2015), Eq. (1) can be expressed in matrix
form and used to reconstruct the free surface from measurements of
vertical displacement:

𝜂 = 𝐏𝐁 (8)

where 𝐵 is a 𝑁 × 1 vector of unknown complex amplitudes and 𝐏 is
a 𝑀 ×𝑁 propagator matrix that describes the evolution of individual
plane waves in space and time, such that:

𝑃𝑚,𝑛 = exp
(

𝑖
(

𝐱𝑚 ⋅ 𝐤𝑛 − 𝜔𝑛𝑡𝑚
))

. (9)

If the linear system of equations shown in (8) is overdetermined (𝑀 >
𝑁), 𝑀 measurements of vertical displacement can be used to decom-
pose the irregular free surface into 𝑁 free wave components with
Fourier amplitudes, 𝐵, using a least-squares approach. Directional am-
biguity in multidirectional wave fields requires that an observation has
at least three degrees-of-freedom in order to resolve the directional
spectrum of wave energy (e.g. Longuet-Higgins, 1961). When measure-
ments of horizontal velocities are available, 𝐏 can be extended to a
3𝑀 × 𝑁 matrix to aid in the decomposition of short-crested irregular
waves in a straightforward manner, such that:

|

|

|

|

|

|

�̃�𝑚
�̃�𝑚
�̃�

|

|

|

|

|

|

=

|

|

|

|

|

|

exp (𝑖𝛷)𝑚,𝑛
𝑘𝑥
𝑘 𝜔 exp (𝑖𝛷)𝑚+𝑀,𝑛
𝑘𝑦

|

|

|

|

|

|

𝐵𝑛 (10)
4

|
𝑚
|

|

| 𝑘 𝜔 exp (𝑖𝛷)𝑚+2𝑀,𝑛|
|

where 𝛷 = 𝐱𝑚 ⋅ 𝐤𝑛 − 𝜔𝑛𝑡𝑚 and �̃�, �̃�, �̃� indicate predicted displacement
and horizontal velocities, respectively. By inverting equation (8) or (10)
and solving for unknown component amplitudes and phases, a reduced-
order approximation of the free surface can be projected in space and
time to yield predictions of instantaneous wave conditions at a target
location over a finite reconstruction horizon.

To avoid overfitting of the least squares solution to limited ob-
servations, a constrained least squares approach is used in which
component amplitudes are bound by observed directional wave energy
distributions (i.e., spectra) and the system is solved using an efficient
trust-region reflective algorithm that provides a solution at first-order
optimality based on a Newton approach for optimization (Coleman
and Li, 1996). Previous studies have used Tikhonov regularization to
avoid overfitting (Connell et al., 2015; Desmars et al., 2020); however,
constraining the solution based on readily available directional wave
spectra provided by measurements provides a more stable solution that
is consistent with the observed wave field. To simplify the mathemati-
cal solution of the constrained least squares problem, the propagator
matrix is transformed to represent the real part of Eq. (10) as the
sum of sines and cosines via Euler’s formula, increasing the number of
unknowns from 𝑁 to 2𝑁 . The resulting bound-variable least-squares
problem can be expressed as follows:

min
𝑥

1
2
‖𝐏𝐁 − 𝑥‖22 (11)

where 𝑥 denotes the 3𝑀 × 1 vector of observations shown on the l.h.s
of Eq. (10) and is subject to −𝑎 ≤ 𝐁 ≤ 𝑎, where 𝑎 is a component-wise
upper bound on the magnitude of unknown wave amplitudes. We note
that sine–cosine pairs used to express each real wave component are
bound by the same value of 𝑎.

Following the collection of a contemporaneous wave burst, the
solution space is specified a priori based on the number of measure-
ments available and the average observed directional wave spectrum
estimated from the previous hour of available displacement and surface
velocity data. The frequency range is limited to frequencies that satisfy
𝑆(𝜔)∕𝑚𝑎𝑥 (𝑆(𝜔)) > 5% (Desmars et al., 2020) and directional range
is limited to 𝐷𝑇𝑝 − 𝜋∕2 < 𝜃 < 𝐷𝑇𝑝 + 𝜋∕2, where 𝑆(𝜔) is the scalar
wave energy spectrum and 𝐷𝑇𝑝 is the peak wave direction. The solution
is limited to 40 logarithmically-spaced frequency components and 25
directional components. The upper bound for the magnitude of wave
amplitudes (𝑎) was specified by interpolating component amplitudes
provided by the observed directional wave spectrum to the solution
space and normalizing to preserve variance.
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Fig. 4. (a) Wave asymmetry and (b) kurtosis versus wave steepness for all SWIFT wave
bursts. Colorscale indicates the Benjamin–Feir Index calculated using Eq. (3). Dashed
lines indicate Gaussian scaling. Gray areas in both panels indicates standard deviations
for estimates of 𝛾 an 𝜅 based on the size of a normal sample.

Fig. 5. Single buoy theoretical prediction horizon as a function of scalar and half-
direction bandwidth. Contour lines indicate normalized forecast horizon, 𝑇𝑓 ∕𝑇 (i.e. the
fraction of the measurement interval that can be predicted ahead). Measured scalar
bandwidth and energy-weighted average spread are shown as gray circles.

3. Results

3.1. Linearity of observed ocean waves

To assess the applicability of a linear decomposition of observed
ocean waves, measured vertical displacement time series from SWIFTs
are compared to probability distributions and bulk statistical metrics
expected for a Gaussian sea. For each contemporaneous 8 min record,
a normal distribution is fit to measured 𝜂 time series from all available
SWIFT buoys and goodness of fit is determined using a 𝜒2 test at the
5% significance level. Results are shown in Fig. 3 and are normalized
by 𝐻𝑆 .

Approximately 80.5% of measurements indicate that the surface
elevation distributions are consistent with a Gaussian sea. The re-
maining 19.5% of data that do not follow a normal distribution were
5

observed throughout the deployment period under a variety of wind
and wave conditions. Following a similar procedure used in Thomson
et al., estimates of wave steepness (4) and BFI (3) are compared to the
kurtosis (12) and skewness (13) of observed wave records to further
assess the role of nonlinearities in generating high runs of waves:

𝜅 =

⟨

𝜂4
⟩

⟨

𝜂2
⟩2

(12)

𝛾 =

⟨

𝜂3
⟩

⟨

𝜂2
⟩3∕2

(13)

where 𝜅 is the fourth moment of the surface elevation normalized by
the second moment and 𝛾 is the normalized third moment. While 𝜅
is related to BFI and includes measures of nonlinearities that arise
from four-wave interactions, 𝛾 is useful in diagnosing triad interactions
that are theoretically limited to wave group formation in shallow
water (Peregrine, 1967; Madsen and Sørensen, 1993).

As shown in Fig. 4, 𝜖 ranges from 0.01 to 0.1 throughout the
experiment with the majority of observations having low steepness
values of 𝜖 < 0.05. The cluster of points with 𝜖 ≈ 0.1 were collected
on December 8 and December 10, 2019 when opposing seas acted
to increase wave steepness. Both the increase in steepness and the
directional spread of wave energy on these days suggest that (1) a
linear wave model may be insufficient for capturing dominant wave
dynamics and (2) there is little to no predictability at a future state
based on the geometric arguments of Qi et al. (2018b). The remainder
of the data generally follows the expected scaling for a Gaussian sea
(𝜅 = 3, 𝛾 = 0), shown as dashed lines in Fig. 4, and have BFI<1
suggesting that modulational instability did not play a significant role
in wave group formation throughout much of the observational record.

The short duration of the measurements warrants further discussion
about the uncertainty of statistical measures used in assessing the
presence of a Gaussian wave field. Following Joanes and Gill (1998),
we calculate the uncertainty of 𝜅 and 𝛾 estimates for a normal sample
based on the average number of waves, estimated using a zero-crossing
method, observed in the 8-minute records. As shown in Fig. 4, statistical
measures calculated from relatively small sample sizes of 50–60 waves
generally fall within one standard deviation of expected values for a
normal distribution. This suggests that the scatter shown in Fig. 4 is
primarily a result of sample size and that the majority of measurements
follow a normal distribution.

Consistent with previous studies (Goda, 1983; Elgar et al., 1984;
Battjes and Van Vledder, 1984; Toffoli et al., 2010; Adcock et al.,
2015; Thomson et al.), these results indicate that individual wave
groups observed in broadbanded, directionally-rich seas are primarily
generated by the linear superposition of random wave components.
However, transient nonlinearities likely play a key role in modulating
the steepness and speed of dominant waves within dispersive, weakly-
nonlinear wave groups; acting to increase the celerity of steepening
crests to maintain propagation speeds close to that predicted by linear
theory (Banner et al., 2014). Over short prediction horizons of a
few wavelengths, a simple linear decomposition of the sea surface is
therefore a reasonable approach to deterministic wave prediction in
directionally-rich seas with low steepness.

3.2. Instantaneous wave predictions

Using the drifting arrays of SWIFTs, a data-denial experiment is
used to validate the inverse modeling approach for phase-resolved wave
prediction at a target location. Data from the furthest down-wave buoy
(target buoy), defined using the peak wave direction, is withheld from
the surface reconstruction and used to validate predictions at the loca-
tion of the target buoy. Measured time series of vertical displacement
and horizontal surface velocities from the remaining SWIFTs are used
in the construction of the propagator matrix. Using a prescribed lead
time of 5 s and a sliding measurement interval (𝑇 ) of 𝑇 ∕𝑇 = 9,
𝑚0
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Fig. 6. (a–d) Sample drifting buoy array geometries for Dec 16–19, respectively, shown with theoretical prediction zones (gray areas). The total  for multiple overlapping zones
are shown as unshaded areas. Red markers indicate the target buoy and solid lines show the drift track of the buoys during the measurement interval. (e–h) Corresponding
measured surface elevation time series, 𝜂 (black), shown with least-squares predictions, �̃� (red), at the target buoy location.
Fig. 7. Measured 1-h average directional wave spectra, normalized by the surface displacement variance, for December 16–19, 2019 (a–d), respectively.
𝜂

where 𝑇𝑚0 is the average observed wave period, vertical displacement
was forecasted at the target buoy location 5–6 s into the future. The
resulting propagator matrix constructed from raw 5 Hz time series had
approximately 𝑂(108) elements and could be used to solve for 𝑂(103)
unknown complex free wave amplitudes in ≈1 s on a generic laptop
with a quad-core 2.8 GHz processor.

To illustrate theoretical environmental prediction constraints for
wave conditions observed in this experiment, Fig. 5 shows the esti-
mated normalized prediction horizon of a single point measurement,
𝑇𝑓∕𝑇 , as a function of scalar and directional bandwidth. Contour lines
of normalized prediction horizons (7) are calculated by determining
the frequency range needed to model a two-parameter Bretschneider
spectrum based on the criterion specified in Section 2. A range of
scalar bandwidths were generated by varying the peakedness factor
from 4 to 15 and the slope of the spectral tail at frequencies greater
than peak frequency from −5 to −4. Observations are plotted using
estimated scalar bandwidths and energy-weighted average directional
spread, 𝜎(𝑓 ).

For observed wave conditions, a conservative estimate of the tem-
poral forecast horizon from a network of point measurements is limited
to between 10% and 30% of the measurement duration. As scalar
bandwidth and directional spread increase, that horizon decreases un-
til it eventually reaches zero when incident waves are coming from
6

opposite directions. For the remainder of this paper, results will be
limited to data from December 16–19, 2019 when at least 4 forecasting
buoys were available and the directional distribution of wave energy
permitted short-range forecast horizons of 𝑂(10) seconds based on
𝑂(100) seconds of measurements.

Fig. 6e–h shows wave predictions at the target buoy locations shown
in panels (a–d) for sample bursts collected between December 16–
19, 2019. Shaded areas in Fig. 6a-d indicate individual buoy linear
prediction zones calculated following Qi et al. (2018b), with dashed
lines indicating the effective array prediction zone for overlapping
buoy prediction zones. In many cases, the down-wave target buoy was
located outside of the predictable zone for the measurement array,
such that a surface reconstruction from observations at forecasting
buoys is expected to deviate from instantaneous conditions at the target
buoy. This is generally consistent with the results; however, predicted
̃ time series reasonably capture the amplitude and phase of the larger
individual waves in many cases.

Sample predictions shown for December 16–18 highlight two dif-
ferent challenges for deterministic wave prediction from sparse mea-
surements. On December 16, the target buoy was located southeast of
the measurement array when waves were predominantly out of the
west. The relative azimuth of the target buoy fell in a sidelobe of
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Fig. 8. Prediction error between Dec. 19 target buoy measurements and predictions
for lead times between 0–60 s. Black line indicates median error and the gray area
represents ±1 standard deviation. Dashed vertical line indicates maximum extent of  .

ave energy passing through the array, where short-crestedness likely
imited the correlation between wave envelopes measured by the array
nd those incident at the target buoy during the measurement period.
n contrast, the erroneous predictions on December 17–18 were the
ombined result of array geometry and large directional bandwidth.
outherly swell propagated through the measurement domain between
ec 17–18 (Fig. 7), resulting in a complex wave field composed of two
early perpendicular wave systems. This likely reduced the predictabil-
ty of instantaneous wave energy as individual wave components were
eaching the target location(s) and the measurement array at similar
imes.

On December 19, waves were principally out of the west and the
arget buoy was located within the predictable zone of the closest up-
ave buoy (Fig. 6g) throughout the deployment. With a buoy spacing
f 𝛿𝑏 ≈ 𝜆𝑝, where 𝜆𝑝 is the peak wavelength, only two of the individual
uoy prediction zones overlapped for a measurement interval of 9𝑇𝑚0
Fig. 6d). Despite discontinuous time-traces of wave packets being
sed to fit wave components in the surface reconstruction, the strong
greement between predicted and observed surface elevation shown in
ig. 6h suggests that predictive skill of the array is generally consistent
ith the theoretical prediction zone proposed in previous studies.

To compare prediction accuracy over the extent of the theoretical
rediction zone, the prescribed lead time used in generating predictions
t the target buoy was varied between 0 and 60 s. Results for December
9 are shown in Fig. 8 along with the extent of the linear prediction
one for the measurement array. Prediction error is quantified using
normalized mean square error between predicted and observed ver-

ical displacements. Up to 20 s after the completion of a sampling
urst, the surface reconstruction demonstrates some skill in predicting
urface elevation at the target buoy, which is consistent with the
aximum range of the linear prediction zone. Beyond that time, errors

ncrease as unmeasured waves reach the target location and nullify
he forecasted wave field structure. The results shown in Figs. 6 and

indicate that the simple linear inverse model used here is capable
f generating deterministic predictions of an irregular wave field over
temporal forecast horizon of 𝑂(10) seconds. Furthermore, phase-

esolved predictions could be used to produce remote measurements of
aves in a reconstruction mode (𝑇 ∕2) at locations that would normally
revent in-situ data collection. For example, a data-driven estimate of
nstantaneous wave loading on a floating structure where reflection and
ampening would otherwise prevent direct wave measurements.

To quantify the skill of the inverse model relative to state-of-the-art
pectral models currently used in marine forecasting, a mean-square-
rror skill score is defined as:

𝑘𝑖𝑙𝑙 𝑆𝑐𝑜𝑟𝑒 = 1 −
𝑀𝑆𝐸𝑝 (14)
7

𝑀𝑆𝐸𝑠
Fig. 9. Mean square error skill score relative to spectral null forecast for instantaneous
heave (blue) and wave envelope (yellow) for December 16–19, 2019. Open and filled
markers indicate arrays of 5 buoys and 6 buoys, respectively.

where 𝑀𝑆𝐸𝑝 and 𝑀𝑆𝐸𝑠 are the mean square errors between �̃�(𝑡) and
𝜂(𝑡) at the target buoy, for the inverse linear model and spectral wave

odel, respectively. Surface elevation time series used in 𝑀𝑆𝐸𝑠 are
enerated from the summation of wave components with amplitudes
rawn from a Rayleigh distribution described by the observed wave
pectrum with randomized phase. In an ensemble sense, 𝑀𝑆𝐸𝑠 was
enerally less (larger) than observed mean values of 𝜂2 when evaluated
or wave envelope (surface displacement) time series. Some skill is
chieved when comparing amplitude errors for irregular wave time
eries with similar groupiness, but the combination of phase and am-
litude errors increases the 𝑀𝑆𝐸𝑠 of surface elevation beyond average
easured 𝜂2.

Fig. 9 shows the median skill scores for both surface displacement
nd wave envelope, estimated from 50 synthetic realizations, as well
s the number of buoys available for prediction. The influence of array
eometry and spectral bandwidth is clear with a notable increase in
kill on December 19 when buoys were deployed in a linear array
ligned with dominant wave direction and wave energy was principally
ut of the west (Fig. 7d). The lowest skill scores occurred on Decem-
er 18 when mixed seas limited the predictability of instantaneous
ave heights. In most cases, the simple inverse linear model increased
ccuracy up to 80% (70%) for deterministic wave elevation (enve-
ope) prediction relative to modern spectral forecasts demonstrating
he potential for real-time forecasting of instantaneous wave conditions
espite the limitations of drifting buoy geometries.

. Discussion

The differences in approach between a forward-solving dynamical
imulation and an inverse least-squares model warrant further discus-
ion regarding the spatiotemporal prediction horizon and measurement
onstraints for the approach used here. While a forward-solving assim-
lative model relies on accurate initialization to simulate the evolution
f the velocity potential (Wu, 2004; Qi et al., 2018a; Desmars et al.,
020; Fujimoto and Waseda, 2020), the inverse model approximates
he shape and evolution of observed wave envelopes using a simple
ummation of plane waves fit to the observed free surface. Both ap-
roaches are dependent on the resolution of the solution space and as
uch are reduced-order representations of real short-crested seas that
anifest from a continuum of scalar and directional wave components.

n the following sections, the effective prediction zone is characterized
n the context of short-crested wave geometry and limitations on the
uration of measurement record and the number of buoys used in
nverse modeling the free surface are discussed.
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Fig. 10. Mean reconstruction error based on 7 point measurements sampling a synthetic Gaussian wave field. Panels (a–d) represent waves simulated from a JONSWAP spectrum
at 𝑇𝑓 = 0, 10, 20, 30 seconds, respectively. Panels (e–h) are the same as (a–d) except simulated using a Bretschneider spectrum with 𝑓−4 tail, respectively. In all panels, solid lines
indicate the linear prediction envelope.
Fig. 11. (a) Sample crest detection for the synthetic wave field used in Fig. 8. Black
ellipses are fit to wave crests with mean curvatures >0.01 m−1. (b) Comparison of
average prediction error from linear buoy array with crest length statistics. Solid black
line indicates the average crest length and the dashed line indicates the 95th percentile.

4.1. Effective prediction zone

The effective prediction zone is characterized using synthetic wave
fields generated using the Wave Analysis for Fatigue and Oceanog-
raphy (WAFO) MATLAB toolkit (WAFO-group, 2000). This enables
exploration of spatial dependence beyond the buoy array geometries
tested during the field experiments. Spectral simulations of a Gaussian
sea are performed using 2D FFTs on a uniform 300 m x 300 m grid
with resolutions between 2-5 m and a time step of 0.2 s. Directional
wave spectrum used in the simulations are specified using a 256-point
frequency vector and 2 degree directional bins. The simulation period
was 400 s.

To compare the effective prediction zone to the theoretical predic-
tion zone, WAFO is used to simulate a similar scenario as that shown in
Figure 14 of Qi et al. (2018b). Time series from seven locations within
the wave field representing an artificial buoy array (Fig. 10a) are used
to generate least-squares forecasts of the sea surface and compared to
the spatiotemporal extent of the theoretical prediction zone. Two direc-
tional design spectra were specified with 4 s peak wave periods, 𝑇𝑝, and
1 meter significant wave heights: (1) a standard JONSWAP spectrum
8

Fig. 12. Sensitivity of prediction error to the number of buoys used in forecasting.
Dashed vertical line indicates maximum extent of  down-wave of measurement array.
Inset shows array geometry with locations of 𝑛𝑏 = 5 artificial buoys.

(𝜈 = 0.36, panels a–d) and (2) a Bretschneider spectrum (𝜈 = 0.45,
panels e–h) with a peakedness factor of 4 and a 𝑓−4 tail representing
a fully-developed wind sea. A uniform spreading function is applied
to all wave frequencies that follows 𝐷(𝜃) = 𝑐𝑜𝑠(𝜋𝜃∕(2𝛩0))2∕𝛩0, where
𝛩0 = 𝜋∕6. For consistency, a measurement duration of 𝑇 = 10𝑇𝑝 is used
in the generating predictions. Prediction error is then assessed across
the full simulation domain at 𝑡 = 𝑇 , 𝑇 + 10, 𝑇 + 20, and 𝑇 + 30 seconds
into the future.

As scalar bandwidth increases, the frequency range required to
model the wave field also increases and the prediction horizon de-
creases per (7). Differences between panels (a–d) and (e–h) of Fig. 10
illustrate the effects of increasing bandwidth on the spatiotemporal
range of predictability. The maximum forecast horizon for the JON-
SWAP and Bretschneider simulations are 0.52𝑇 and 0.27𝑇 , respectively.
Due to increased wave energy in the high frequency range of the spec-
trum, the spatial extent of the theoretical Bretschneider prediction zone
is smaller than the JONSWAP prediction zone. The combined effect
of reduced forecast horizon and smaller horizontal extent leads to the
separation of individual buoy prediction zones earlier in the Bretschnei-
der simulation, such that the decorrelation of measured wave time
series leads to reduced prediction windows relative to the JONSWAP
simulation. These results demonstrate the importance of bandwidth
in the design and implementation of deterministic wave prediction
schemes when offshore wave conditions may not exhibit a spectral
shape consistent with fetch-limited wave growth.

In both simulations, the least-squares approach accurately recon-
structs the wave field over a subspace of  , extending a distance of
𝐶 𝑡 down-wave, but fails to predict the sea surface at the outer
𝑔,𝑚𝑖𝑛
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Fig. 13. (a) Envelope autocorrelation functions for December 19 observations as a
function of normalized lag 𝜏∕𝑇𝑚0. Effect of measurement duration 𝑇 ∕𝑇𝑚0 on (b) instan-
taneous error between observed and predicted wave envelope and (c) instantaneous
phase error between observed and predicted vertical displacement at target buoy.

lobes of the prediction zone. This can be explained by considering the
surface-fitting nature of a least-squares approach to wave field recon-
struction. Unlike forward-solving models that solve surface boundary
conditions to determine the velocity potential, the inverse model gener-
ates an approximation of the shape of measured individual wave forms
incident at buoy locations. Residuals of the fit result in a reduction
in prediction accuracy at the outer lobes of the theoretical prediction
zone, but the least-squares approximations exhibit some predictive skill
down-wave of the theoretical prediction zone, which appears inde-
pendent of bandwidth and is also evident in the observations shown
in Fig. 6. High-fidelity reconstruction of the sea surface, however, is
limited to a subspace of the theoretical prediction zone that extends
𝐶𝑔,𝑚𝑖𝑛𝑡 down-wave (panels a and e) indicating that scalar bandwidth
acts as a control on the temporal (or along-wave) prediction horizon.
This subtle difference suggests that the effective prediction zone for
a least-squares solution is dependent on wave geometry and spectral
bandwidth in short-crested seas and that least-squares predictions may
exhibit marginal skill at 𝑡 > 𝑇𝑓 .

A crest length distribution of the short-crested synthetic JONSWAP
wave field was estimated by fitting ellipses to wave crests and estimat-
ing the length of each crest, 𝐿𝑐 , as the major axis of the ellipse, similar
to the method used in Monaldo (2000). A curvature threshold based on
the mean Gaussian curvature of the free surface was used to identify
wave crests, such that crests were defined as regions that had a mean
curvature less than or equal -0.01/m and an area greater than 10 square
meters. A snapshot of the crest length detection routine is shown in
Fig. 11a. Fig. 11b shows prediction error for the same wave field as that
shown in Fig. 10a except with the 5 artificial buoys arranged in a line
along the principal wave direction with 𝛿𝑏 = 𝐶𝑔,𝑚𝑖𝑛𝑇 . The transverse
extent of the effective prediction zone reflects the distribution of inci-
dent crest lengths with the most accurate predictions occurring within
1 average crest length, 𝐿𝑐 , of the measurement line. The dependency
shown in Fig. 11b is consistent with two other test cases based on
uniform 𝑐𝑜𝑠2𝑠 spreading functions (not shown), but further research
is needed to quantify the influence of frequency-dependent spreading
functions on effective prediction zones.
9

This suggests that the measurement points should be positioned a
distance of 𝐿𝑐 apart in the transverse direction to maximize the effec-
tive predictable area down-wave of a measurement array. Additionally,
this result differs from the cubic dependency between the number
of optimally-positioned probes and prediction envelope found by Qi
et al. (2018b) and suggests a linear dependency between the effective
prediction envelope provided by a linear inverse model and the number
of point observations.

4.2. Dependence of forecast accuracy on the number of measurements

To determine the minimum number of point measurements needed
for accurate surface reconstruction, WAFO simulations, similar to those
shown in Fig. 10e, are seeded with varying numbers of artificial buoys,
𝑛𝑏, and used to generate a prediction at 𝑡 = 𝑇 . The artificial buoys
are arranged in a fan-shape with central angle of 2𝜃ℎ = 𝑝𝑖∕3, with one
buoy located at the center of a circle (point 𝑂) with a radius of 𝐶𝑔,𝑚𝑖𝑛𝑇
(Fig. 12). Between 1 and 14 additional buoys are equally-spaced along
the arc of the fan. In the case of 𝑛𝑏 = 1, one point measurement was
placed a distance 𝑅 down-wave of 𝑂. In all cases, the maximum extent
of the linear prediction zone was the same and terminated at a distance
2𝐶𝑔,𝑚𝑖𝑛𝑇 from point 𝑂.

Fig. 12 shows that prediction accuracy over the temporal extent of
the prediction zone converges when 𝑛𝑏 ≥ 4. This result suggests that
with as few as 4 buoys, accurate phase-resolved wave forecasts could be
generated for a point of interest down-wave of the measurement array.
The level of accuracy likely depends on the resolution of the solution
space relative to the spectral energy content of the wave field. Sensi-
tivity testing of the wave components used in the prediction is beyond
the scope of this paper, but we note that adaptive optimization of the
least-squares solution space may increase the accuracy of the solution
in complex wave fields reconstructed from limited point measurements.

In addition to the number of measurement points used in the recon-
struction, it is reasonable to assume that the accuracy of least-squares
predictions are also dependent on the record length used in Eq. (8).
Specifically, the decorrelation scale of irregular waves likely limits the
applicability of a sea surface decomposition based on periodic, station-
ary wave components in an ergodic, stochastic wave field. To assess the
influence of measurement duration on prediction accuracy, we estimate
the decorrelation scale of measured ocean wave fields following the
wave envelope approach outlined in Medina and Hudspeth (1990). The
envelope autocorrelation function, 𝑅𝐻2 (𝜏), is related to the spectrum,
𝛤 (𝑓 ), of the squared wave height function, 𝐻(𝑡) = 2𝐴(𝑡), such that the
two quantities form a Fourier pair via the Wiener–Khinchin theorem as
shown in (15).

𝛤 (𝑓 ) = 
(

𝑅𝐻2 (𝜏)
)

(15)

We note that 𝑅𝐻2 (𝜏) is equivalent to the squared envelope of the
autocorrelation function for surface displacement and can be used to
describe basic characteristics of ocean wave groups in a stochastic
process (Medina and Hudspeth, 1990).

Individual SWIFT heave time series are used to calculate average
𝛤 (𝑓 ) for each contemporaneous burst and used to determine the decor-
relation scale of observed wave envelopes. Envelope autocorrelation
functions for wave measurements collected on December 19 are shown
in Fig. 13a. Results indicate that within a time span of 4𝑇𝑚0 < 𝜏 < 5𝑇𝑚0,
instantaneous wave energy becomes decorrelated with itself suggesting
an upper bound for the measurement interval used to fit a linear
wave components to observed wave envelopes. Because the two-sided
autocorrelation function is symmetric, this result indicates that the
measurement interval used in the inverse model should be no longer
than 10 average wave periods for the wave field observed on December
19.

To test this finding, predictions were generated using measurement
intervals ranging from 3𝑇𝑚0 to 14𝑇𝑚0 for wave bursts collected on

December 19 and compared to observations. Fig. 13 shows distributions
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Fig. 14. (a) Mean reconstruction error for synthetic rendering of Dec 19 data with buoy array configured to predict wave energy at a fixed target location 𝜆𝑝 downwave (gray dot).
Black line indicates theoretical linear prediction envelope. (b) Comparison of 𝜂(𝑡) (black) and �̃�(𝑡) (red) at target location. (c) Comparison of simulated 𝐴(𝑡) (black) and predicted
�̃�(𝑡) (red) smoothed using a low-pass butterworth filter with a 𝑚1∕𝑚0 cutoff frequency.
of prediction errors for the normalized envelope error (b), where 𝐴(𝑡)
is the mean value of 𝐴(𝑡) observed during the prediction window, and
the instantaneous phase error (c) estimated from the Hilbert transform
of vertical displacement time series. In all cases, the system is overde-
termined with data from at least 4 buoys available for forecasting. It is
apparent that when short measurement intervals (𝑇 < 6𝑇𝑚0) are used,
observations contain insufficient information to accurately reconstruct
the incident wave envelopes and prediction quality decreases for both
amplitude and phase. Distributions of amplitude error are relatively
consistent for 𝑇 ≥ 6𝑇𝑚0, with a slight underprediction bias. In contrast,
a peak in the kurtosis of the phase error distributions occurs at 𝑇 ∕𝑇𝑚0 =
9. Above and below this value of 𝑇 ∕𝑇𝑚0, the distribution of phase
errors flattens indicating a higher likelihood of erroneous predictions.
This is consistent with the autocorrelation functions shown in panel
(a) and suggests that constraining the measurement interval based on
the decorrelation scale of expected wave envelopes improves prediction
accuracy.

4.3. Example installation design

Synthesizing our results, the potential for real-time forecasting at a
target location is illustrated using observations from 21:30 UTC on De-
cember 19 when four buoys arranged similarly to Fig. 6d were available
for forecasting. Using the measured directional wave spectrum, WAFO
was used to simulate a synthetic 3D wave field. Four artificial buoys
were placed within the domain and used to forecast wave conditions
at a target point located 𝜆𝑝 down-wave of the array (Fig. 14a). The
geometry of the measurement array was modified to reflect results
shown in Figs. 8 and 11. The measurement interval was set at 9𝑇𝑚0
and used to generate rolling 1 s predictions and specifying a lead time
of 5 s.

Predicted time series of both the wave envelope and surface eleva-
tion agree well with simulated waves at the target location throughout
an 8-minute simulation period and accurately capture a high-run of
waves that occurred at the target location (Fig. 14b). Forecasts were
generated in ≈1 s, highlighting the potential for feed-forward heave
predictions for use in adaptive control and/or early-warning systems.
The minimal computational effort required to produce these forecasts
enables real-time forecasting while permitting a system latency of 𝑂(1)
seconds.

5. Conclusions

Wave observations collected by freely drifting arrays of SWIFTs
were used to develop methods for near real-time, phase-resolved wave
reconstruction. Under a wide range of ocean wave conditions, data-
denial experiments were carried out to evaluate the effective zone of
10
predictability and accuracy of sea surface reconstructions estimated
using a least-squares inverse wave model. Results demonstrate the
potential for near real-time irregular wave reconstruction from sparse
point measurements and can be summarized as follows:

• In directionally-rich seas with low steepness, a linear decomposi-
tion of the wave field using a constrained least squares approach
can be used to reconstruct the local wave field from as few as 4
point measurements. The sea surface reconstruction can then be
propagated in space–time to yield near real-time wave predictions
at a location and time of interest. This simple, novel approach
improves prediction accuracy of vertical surface displacement
(wave envelope) time series relative to spectral forecasts by an
average of 63% (40%) during periods when the target location
was within the effective predictable zone.

• Comparisons between observed and simulated wave fields and
least-squares predictions is generally consistent with previous
descriptions of the theoretical prediction zone for deterministic
wave reconstruction. However, the transverse extent of the ef-
fective prediction zone for an inverse model is limited by wave
geometry in short-crested seas, such that the surface reconstruc-
tion is accurate within one average crest length (𝐿𝑐) of the
measurement point. This suggests a linear relationship between
predictable area and the number of measurement points and that
the areal extent of sea surface reconstructions can be maximized
by using a transverse spacing of 𝐿𝑐 in measurement arrays.

• When wave group structure is considered, the accuracy of the
inverse model improves as it effectively acts to reconstruct coher-
ent structures within a stochastic, irregular ocean wave field. The
decorrelation scale of wave groups determines the upper bound
for the duration of measurements used in an inverse model of the
sea surface with observed decorrelation scales of 10𝑇𝑚0.

• Spectral bandwidth significantly influences the extent of the ef-
fective prediction zone such that the region of space–time over
which the sea surface can be reconstructed decreases with increas-
ing scalar and directional bandwidth. For observed wave fields,
the maximum forecast horizon was estimated to be between 1–3
𝑇𝑚0 for a measurement duration of 10𝑇𝑚0.

Developing methods for accurate sea surface reconstruction from
sparse measurements can enable theoretical investigations of wave pro-
cesses in areas limited by a lack of direct observations. For example, a
similar approach could be used to reconstruct instantaneous loading for
process studies of wave-structure interactions, such as those that seek
to improve the performance of floating turbines or WEC devices. The
computational efficiency of an inverse model may also provide short-
duration forecasts in near real-time for many applications ranging from
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predicting sea surface conditions in denied areas to the development of
adaptive control systems for ships and structures at sea.
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