Wave mixing in coupled phononic crystals via a variable stiffness mechanism
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Abstract
We investigate wave mixing effects in a phononic crystal that couples the wave dynamics of two channels – primary and control ones – via a variable stiffness mechanism. We demonstrate analytically and numerically that the wave transmission in the primary channel can be manipulated by the control channel’s signal. We show that the application of control waves allows the selection of a specific mode through the primary channel. We also demonstrate that the mixing of two wave modes is possible whereby a modulation effect is observed. A detailed study of the design parameters is also carried out to optimize the switching capabilities of the proposed system. Finally, we verify that the system can fulfill both switching and amplification functionalities, potentially enabling the realization of an acoustic transistor.

1. Introduction
Phononic crystals (PCs) are defined as periodic elastic lattices that can transmit or block a selected range of mechanical vibrations (i.e., phonons) (Sanchez-Perez et al., 1998; Lin and Huang, 2011; Narisetti et al., 2012; Liu et al., 2012; Gantzounis et al., 2013; Babaei et al., 2015). Wave propagation in PCs has been a subject of intense study for the past several years (Sen et al., 2008; Porter et al., 2008; Casadei and Ruzzene, 2012; Maldovan, 2013). Particularly, the controllability and tunability of PCs have gained significant interest given the potential of acoustic devices that are counterparts of electrical/optical flow control devices (Liu et al., 2000; Li et al., 2014a; Rudykh and Boyce, 2014; Galich and Rudykh, 2015). For example, researchers have shown controllable vibration mitigation and wave attenuation in PCs by tuning their local resonances (Gantzounis et al., 2013; Casadei and Bertoldi, 2014; Wang et al., 2015). Such locally resonant PCs are often called acoustic/mechanical metamaterials. Recent studies have also demonstrated the feasibility of wave manipulation (Li et al., 2014a; Boechler et al., 2011; Hasan et al., 2013), mixing (Pichard et al., 2012; Li et al., 2014b; Kim et al., 2015), and energy localization (Hasan et al., 2013; Zhang et al., 2015; Boechler et al., 2010; Chong et al., 2014) by leveraging the tunable properties of PCs.

Many studies have focused on the investigation of tunable wave propagation in PCs in a static manner (e.g., by changing mass, Khelif et al., 2003, stiffness, Li et al., 2014b; Meidani et al., 2015, and other pre-determined mechanical properties, Bergamini et al., 2014). The more challenging problem is to manipulate wave propagation in situ in a dynamical manner.
Only a limited number of studies have been conducted to explore the dynamic control of wave modes in the realm of PCs. Vakakis et al. investigated the coupling interactions of mechanical waves in nonlinear lattices via a targeted energy transfer concept (Hasan et al., 2013; Zhang et al., 2015). Also, wave mixing effects have been explored in the settings of birefringent phononic crystals (Psarobas et al., 2014), granular wave guides (Ganesh and Gonella, 2015), and anharmonic oscillator ladders (Malishava and Khomeriki, 2015). In the majority of these systems, lattices (or particles) are interconnected with each other via fixed linear or nonlinear springs without considering the possibility of varying the systems’ stiffness. Variable stiffness may offer an enhanced degree of freedom in manipulating mechanical waves.

Traditionally, variable stiffness mechanisms have been widely used for engineering applications, such as vibration isolation systems (VIS) (Wu and Lan, 2014; Nagarajaiah and Sahasrabudhe, 2006), robotics (Palli et al., 2011; Lan and Cheng, 2008), and rehabilitation devices (Ham et al., 2009). Only recently have researchers adopted variable stiffness mechanisms for the manipulations of mechanical waves in PCs. Bergamini et al. (2014) attempted to integrate active components in PCs to adjust frequency band structures adaptively. Li et al. (2014b) leveraged helical structures to realize variable inter-lattice stiffness, which, in turn, lead to the dynamical tunability of frequency band structures. In these systems, however, the stiffness parameters of the PCs are altered by external sources and are not controlled dynamically by the application of mechanical waves.

In the present study we investigate wave dynamics in a PC that is capable of controlling one wave mode via another in a dynamical manner. This system is composed of primary and control wave channels, which are interlinked with each other via a variable stiffness mechanism. We first develop a theoretical model to characterize the wave dispersion of the primary channel in relation to the control waves. As a result, we find that the variable stiffness mechanism enables a selective transmission of two different wave modes through the primary channel, and to a further extent, a wave modulation effect. We show that these characteristics can be tuned by the excitation frequency, magnitude, and phase of the control wave relative to the primary one. We also verify phenomena such as mode selection, modulation, and filtering by numerical simulations of the relevant discrete particle model. Lastly, we assess the feasibility of using the proposed PC system with a variable stiffness mechanism for the realization of acoustic transistors. We confirm that the system can theoretically present both switching and amplification effects, such that the transmission efficiency in the primary channel can be easily manipulated by the control waves. We conclude the manuscript with a brief summary of findings and a discussion of possible future directions.

2. Theoretical model of coupled phononic crystals with variable stiffness

A conceptual illustration of a coupled PC via a variable stiffness mechanism is shown in Fig. 1. The PC exhibits two wave transmission channels: a primary and a control route, which are represented herein by two displacement parameters $u_n$ and $\theta_n$, respectively, for the $n$-th particle (see Fig. 1a). Note that in this system, the inter-lattice stiffness in one channel is affected by the displacement fields of the other channel. Fig. 1b shows a prototypical system to be investigated in this study, where there exists a variable stiffness mechanism between the axial and torsional directions. Given a generalized interaction of particles under a power law, we can express inter-particle forces as $F_u \sim \delta^p$ and $F_\alpha \sim \alpha^s$, where $F_u$ and $F_\alpha$ are the axial and torsional force, and $\delta$ and $\alpha$ are the axial and torsional displacements, respectively. $p$ and $s$ are the power-law factors that determine the force relationship (e.g., $p = s = 1$ for a linear relationship). Based on this, the equations of motion of this system can be expressed as follows:

$$M\ddot{u}_n = k_{u,\theta_n-1-\theta_n}(\delta_0 + u_{n-1} - u_n)^p - k_{u,\theta_n-1-\theta_n+1}(\delta_0 + u_n - u_{n+1})^p,$$
$$I\ddot{\theta}_n = k_{\alpha,\theta_n-1-\theta_n}(\alpha_0 + \theta_{n-1} - \theta_n)^s - k_{\alpha,\theta_n-1-\theta_n+1}(\alpha_0 + \theta_{n} - \theta_{n+1})^s.$$

Here, $M$ and $I$ represent the inertia of each particle in axial and tangential directions, and $\delta_0$ and $\alpha_0$ denote the axial and
torsional displacements under static equilibrium, respectively. Note that the two equations above are coupled since the axial stiffness \( k_{a}(\theta_{n-1} - \theta_{n}) \) is affected by torsional displacements \( \theta_{n-1} - \theta_{n} \), while the torsional stiffness \( k_{\alpha}(\theta_{n-1} - \theta_{n}) \) is affected by axial displacements \( u_{n-1} - u_{n} \). Therefore, upon the dynamic perturbations applied to the control channel, the stiffness along the primary direction \( k_{a}(\theta_{n-1} - \theta_{n}) \) will vary, which in turn affects the propagation of the primary waves. While this work focuses on the theoretical and numerical investigations of such coupled systems, this variable stiffness system can be realized in various settings. These examples include compliant mechanisms (Palli et al., 2011; Lan and Cheng, 2008; Ham et al., 2009), cylindrical Hertzian contacts (Li et al., 2014b; Kim et al., 2015), and Kresling origami (Zhao et al., 2011).

In this study, we assume that the stiffness parameters in the primary and control channels are governed by a power-law relationship, similar to the aforementioned force-displacement relationship. Mathematically, this can be expressed as \( k_{a}(\theta_{n-1} - \theta_{n}) = K_{a}(a_{0} + \theta_{n-1} - \theta_{n})^{\gamma} \) and \( k_{\alpha}(\theta_{n-1} - \theta_{n}) = K_{\alpha}(\theta_{0} + u_{n-1} - u_{n})^{\rho} \), where \( K_{a} \) and \( K_{\alpha} \) are axial and torsional constants, and \( \gamma \) and \( \rho \) are nonlinear factors, respectively. This power-law approximation is plausible, since dynamic expressions of variable stiffness mechanisms can be fit with a power-law in a local domain of the PC's vibrational motions. For example, one may consider a chain of buckled beam elements that connect masses and support coupled axial and lateral (tangential) motions (Aristizabal-Ochoa, 2007; Timoshenko, 1961). Similarly, if we consider a chain of PCs composed of spherical or cylindrical particles under the Hertz–Mindlin contact law, the contact stiffness becomes a function of the relative angular displacements between neighboring cells defined by the elliptic integrals (Johnson, 1985; Landau and Lifshitz, 1970). We provide the details of these two prototypical systems in Appendix A.1.

Under the power-law approximation, Eq. (1) becomes,

\[
\begin{align*}
\ddot{u}_{n} &= K_{a}[\delta_{0} + u_{n-1} - u_{n}]^{\gamma}[\alpha_{0} + \theta_{n-1} - \theta_{n}]^{\gamma} - K_{a}[\delta_{0} + u_{n} - u_{n+1}]^{\gamma}[\alpha_{0} + \theta_{n} - \theta_{n+1}]^{\gamma}, \\
\ddot{\theta}_{n} &= K_{\alpha}[\delta_{0} + u_{n-1} - u_{n}]^{\rho}[\alpha_{0} + \theta_{n-1} - \theta_{n}]^{\rho} - K_{\alpha}[\delta_{0} + u_{n} - u_{n+1}]^{\rho}[\alpha_{0} + \theta_{n} - \theta_{n+1}]^{\rho}.
\end{align*}
\]

(2)

While we solve this nonlinear equation directly in the numerical simulations that will follow, we further simplify Eq. (2) for our theoretical analysis. For this, we postulate that small perturbations are applied to the system (i.e., \( u_{n-1} - u_{n} = \delta_{0} \) and \( \theta_{n-1} - \theta_{n} = \alpha_{0} \)) and expand and linearize the power terms in (2). As a result, we obtain the following linearized equations of motion:

\[
\begin{align*}
\ddot{u}_{n} &= \frac{K_{a}}{M} \rho \delta_{0}^{p-1} a_{0}^{p}[u_{n-1} - 2u_{n} + u_{n+1}] + \frac{K_{a}}{M} \rho \delta_{0}^{p} a_{0}^{p-1}[\theta_{n-1} - 2\theta_{n} + \theta_{n+1}], \\
\ddot{\theta}_{n} &= \frac{K_{\alpha}}{I} \rho \delta_{0}^{q-1} a_{0}^{q}[u_{n-1} - 2u_{n} + u_{n+1}] + \frac{K_{\alpha}}{I} \rho \delta_{0}^{q} a_{0}^{q-1}[\theta_{n-1} - 2\theta_{n} + \theta_{n+1}].
\end{align*}
\]

(3)

For further simplification, we introduce (i) non-dimensionalized displacements \( \bar{u}_{n} = \frac{u_{n}}{u_{0}}, \bar{\theta}_{n} = \frac{\theta_{n}}{\theta_{0}}; \) (ii) re-scaled mass and stiffness \( \frac{1}{M} = \mu, \frac{K_{a}}{K_{0}} = \sigma; \) (iii) natural frequency \( \omega_{n}^{2} = \frac{K_{a}}{M} \rho \delta_{0}^{p-1} a_{0}^{p} \); and (iv) additional parameters \( \rho = \frac{1}{p+1} a_{0}^{p-1} \rho r^{-1}, \epsilon_{n} = \frac{r}{p}, \epsilon_{\sigma} = \frac{\sigma}{p}. \)

Consequently, we obtain the following equations of motion in the non-dimensionalized form:

\[
\begin{align*}
\ddot{\bar{u}}_{n} &= \alpha_{0}^{2} [\bar{u}_{n-1} - 2\bar{u}_{n} + \bar{u}_{n+1}] + \epsilon_{n} \alpha_{0}^{2} [\bar{\theta}_{n-1} - 2\bar{\theta}_{n} + \bar{\theta}_{n+1}], \\
\ddot{\bar{\theta}}_{n} &= \epsilon_{\sigma} \alpha_{0}^{2} [\bar{u}_{n-1} - 2\bar{u}_{n} + \bar{u}_{n+1}] + \rho \alpha_{0}^{2} [\bar{\theta}_{n-1} - 2\bar{\theta}_{n} + \bar{\theta}_{n+1}].
\end{align*}
\]

(4)

While this is a simple linearized version of Eq. (2), this equation set indeed indicates the coupled mechanisms of the torsional and axial motions. The cross-talking of these two wave modes will serve as an underlying principle behind the wave-mode switching and transistor-like behavior as will be investigated and discussed later. For numerical simulations, we will adhere to solving the nonlinear equation (2) directly, whereas the linear equation (2) will yield an analytical dispersion relation that will provide guidance throughout this study.

We should also note in passing here that a related system of two-field couplings has been proposed recently as an example of an all-phononic digital transistor (Malishava and Khomeriki, 2015). While the above work presented an amplifying effect due to the nonlinearity-based wave transmission mechanism, our studies focus on the controllability aspect of the system enabled even at the linear level through the crosstalk between different wave modes. In the following sections, we will systematically investigate wave mode mixing effects in this coupled system.

3. Analytical and numerical results of wave mixing effects

3.1. Observation of wave mixing mechanisms

To analyze the coupling of the axial and torsional wave modes, we consider the plane wave ansatz in the form of the Fourier mode. Mathematically, we can express \( \bar{u}_{n} = \bar{U} e^{j(\omega t-kn)} \) and \( \bar{\theta}_{n} = \bar{\Theta} e^{j(\omega t-kn)} \), where \( j = \sqrt{-1}, \bar{U} \) and \( \bar{\Theta} \) are complex variables denoting the amplitude of axial and torsional waves, and \( \omega \) and \( k \) representing the angular frequency and wavevector, respectively. By substituting these expressions into Eq. (4), we obtain the following equations:
\[
\begin{align*}
\Omega(k^2\tilde{U}) &= 2\left[\tilde{U} + \epsilon_u \theta\right]\left[1 - \cos(k)\right], \\
\Omega(k^2\tilde{\theta}) &= 2\left[\epsilon_u \tilde{U} + \rho \tilde{\theta}\right]\left[1 - \cos(k)\right].
\end{align*}
\]

We introduce the non-dimensionalized angular frequency \(\Omega(k)^2 = \frac{\omega(k)^2}{a^2}\) and seek nontrivial solutions of the above equations. As a result, we obtain the following dispersion relationship:

\[
\Omega(k)^2_{L,H} = \left[ (1 + \rho) \pm \sqrt{(1 - \rho)^2 + 4\epsilon_u \rho}\right]\left[1 - \cos(k)\right].
\]

This expression represents two dispersion wave modes, denoted by subscripts \(L\) and \(H\) for the lower and higher branches, respectively. These results are similar to the ones obtained in Malishava and Khomeriki (2015), cf. their Eq. (3). Note that if \(\epsilon_u = \epsilon_\theta = 0\), this dispersion relationship is reduced to a decoupled configuration between primary and control channels, where the dynamics of the system is described by two independent dispersion relations.

As we introduce non-zero \(\epsilon_u\) and \(\epsilon_\theta\), the landscape of the dispersion relationship starts to be altered. Particularly, the upper cut-off frequencies of the higher and lower dispersion branches become functions of the degree of coupling represented by \(\epsilon_u\) and \(\epsilon_\theta\):

\[
\begin{align*}
\Omega_{L,L} &= \sqrt{2(1 + \rho) - 2\sqrt{(1 - \rho)^2 + 4\epsilon_u \epsilon_\theta}}, \\
\Omega_{H,H} &= \sqrt{2(1 + \rho) + 2\sqrt{(1 - \rho)^2 + 4\epsilon_u \epsilon_\theta}}.
\end{align*}
\]

As an example, we show in Fig. 2a the shifted locations of such cutoff frequencies in the case that \(\rho = 1.5\), \(\epsilon_u = 1\), and \(\epsilon_\theta = 0.5\).

The two dispersion branches created in Eq. (6) show two wave modes that pass through the origin of the frequency–wavenumber domain (see Fig. 2a). Here the higher branch in our system encompasses the lower one, and is thereby capable of generating a wave modulation effect under excitations. Note that multiple dispersion curves passing through the origin is not unique in our system, and it can be found elsewhere, e.g., 2D/3D phononic crystals. However, what makes our system unique is that one wave mode affects the other, which is enabled by the variable stiffness mechanism between the two channels in this study (see Eq. (4)). This is in sharp contrast to decoupled wave modes in solids (e.g., P- and S-wave modes) and also in conventional 2D/3D phononic crystals. In these conventional phononic crystals, the superposition of multiple wave modes will be observed, but the cross-talking of the modes (i.e., controlling one wave mode via another, to be discussed in the next section) will not be achieved.

To study mixed-mode waves, we conduct numerical simulations of the coupled system and observe propagation of waves in the spatial domain. We specifically consider a coupled PC with 100 particles in each channel and solve Eq. (2) directly using a fourth-order Runge–Kutta time integration scheme (Atkinson, 1989). Figs. 2b and c show the spatio-temporal map (left panel) of propagating waves and their spatial profile at \(t = 1\) ms (right panel) in terms of the relative displacements (i.e., \(\hat{u}_n - \hat{u}_{n-1}\) in Fig. 2b and \(\hat{\theta}_n - \hat{\theta}_{n-1}\) in Fig. 2c). Upon the application of simultaneous step force inputs \(F_{u,\text{in}}\) and \(F_{\theta,\text{in}}\) to the system \((F_{\theta,\text{in}} = 0.5F_{u,\text{in}}\) is used in this simulation), we find two wave modes propagating in each channel. The group velocities calculated directly from the analytical dispersion curves in Fig. 2a (i.e., the slopes at the first wave number \(k = \frac{2\pi}{N}\), where \(N = 100\)) are in agreement with the speed of the wave packets denoted by black (for higher mode) and red (for lower mode) arrows in Figs. 2b and c. As one can infer from Fig. 2a, the faster mode corresponds to the higher mode, while the slower, trailing mode represents the lower mode (see the arrows in Fig. 2b and c). As shown in the surface maps plotted in the left panels of Fig. 2b and c, we can clearly distinguish the two simultaneous group velocities in both primary- and control-channels. Therefore, by the simple onset of the coupling coefficients (i.e., \(\epsilon_u\) and \(\epsilon_\theta\)), we find that the wave dispersion in the primary channel starts to be affected by the control signal, and vice versa.

3.2. Manipulation of primary wave via control wave

Now that we verified the effect of wave mixing, the next question is whether we can manipulate the transmission properties of the primary waves via the control waves; notice that which one is the primary and which is the control field in our setting is a matter of choice (that can be modified at will; hence it is by convention that we make the choice utilized herein). Specifically, we are interested in selectively choosing a specific wave mode in the primary channel by the application of control waves. To investigate this, we revisit Eq. (5) and rewrite it in terms of the relative amplitude of the control input with respect to the primary input:
We are now interested in calculating $\Theta_{\sim}$ to assess the controllability of the control signal on the primary one. By making the two equations in Eq. (8) equal, we obtain two solutions of $\Theta_{\sim}$ as:

$$\Omega(k)^2 = 2 \left[ 1 + \epsilon_u \frac{\partial}{\partial \rho} \right] \left[ 1 - \cos(k) \right],$$

$$\Omega(k)^2 = 2 \left[ \epsilon_u \frac{\tilde{U}_{L,H}}{\rho} + \rho \right] \left[ 1 - \cos(k) \right].$$

We are now interested in calculating $\frac{\tilde{U}_{L,H}}{U_{L,H}}$ to assess the controllability of the control signal on the primary one. By making the two equations in Eq. (8) equal, we obtain two solutions of $\frac{\tilde{U}_{L,H}}{U_{L,H}}$ as:

$$\frac{\tilde{U}_{L,H}}{U_{L,H}} = \frac{\rho - 1}{2 \epsilon_u} \pm \sqrt{\frac{(1 - \rho)^2 + 4 \epsilon_u \epsilon_\theta}{2 \epsilon_u}}$$

Since $\tilde{U}$ and $\tilde{\sigma}$ are the amplitude of the primary (axial) and control (torsional) waves based on our convention, they are directly related to the primary and control force inputs, $F_{u,in}$ and $F_{\theta,in}$. That is, in our linear setting, if we excite the system with the excitation amplitude ratio $\frac{F_{u,in}}{F_{\theta,in}}$ identical to $\frac{\tilde{U}_{L,H}}{U_{L,H}}$, we will trigger the onset of the lower-mode wave propagation, i.e., a wave of frequency $\Omega(k)_L$. On the other hand, when we choose $\frac{F_{u,in}}{F_{\theta,in}}$ to be equal to $\frac{\tilde{U}_{L,H}}{U_{L,H}}$, the wave propagation through the primary PC follows the higher mode, $\Omega(k)_H$. 

---

**Fig. 2.** The analytical dispersion curves of the coupled PC ($\rho = 1.5$, $\epsilon_u = 1$ and $\epsilon_\theta = 0.5$). The left panels of (b, c) represent the surface map showing the relative position of each particle as color intensity with respect to space (horizontal axis) and time (vertical axis) up on the step excitation input. The group velocities calculated directly from the slope on the analytic dispersions in (a) were denoted as red (for primary channel) and black (for control channel) arrows. The right panels of (b, c) show the spatial wave profiles at $t=1$ ms. The coupled PC shows that the incident waves propagate with two distinct group velocities (denoted as red and black arrows on the surface map) in the primary as well as control channels. (For interpretation of the references to color in this figure caption, the reader is referred to the web version of this paper.)
To demonstrate this, we again solve Eq. (2) directly by means of numerical simulations, considering the case of $\rho = 1.5$, $\epsilon = 1 u$, and $\epsilon = \hat{\theta}_0$.5, which was shown to exhibit a coupling mechanism between the primary and control channels in the previous section (Figs. 2b and c). According to Eq. (9), these system parameters lead to $T L \sim -0.5 U L$ and $T H \sim 1 U H$. Note that $T L$ should be negative, which means that the control input $\theta F_{\text{in}}$ should have a $\pi$-phase shift relative to the primary input $F_{\text{in}}$. In Fig. 3, we plot the spatio-temporal maps (top panel) and spatial profiles (at $t = 1 \text{ ms}$, bottom panel) of incident waves propagating through the primary PC as we choose the control input to be one of these two characteristic solutions. As predicted, we observe the propagation of the lower mode only, when we impose $\theta F_{\text{in}} = -0.5$ (Figs. 3a and c). If we apply $\theta F_{\text{in}} = 1$, we find that the primary channel propagates the higher mode of the dispersive waves only (Figs. 3b and d). In both panels of Figs. 3c and d, the insets show the spatial profile of the control signals. From this simulation, it is evident that the wave mixing effect in this coupled channel enables us to select a specific mode of wave propagation. Also, note the difference of the propagating waves’ speed between the two cases (depicted by red and black arrows on Figs. 3a and b).

### 3.3. Switching and modulation effects

Now we investigate the feasibility of modulating and switching output mechanical waves using the PC with a variable stiffness mechanism. For this, we first examine the frequency responses of the system by exciting each channel with a chirp signal with a broadband frequency spectrum. We consider three cases of the control- to primary-wave ratios: (i) $F_{\text{in}} = -0.5$ for the lower mode transmission; (ii) $F_{\text{in}} = 0.5$ for the transmission of both lower and higher modes; and (iii) $F_{\text{in}} = 1$ for the higher mode transmission.

Fig. 4a–c shows the power spectral density (PSD) of the mechanical waves transmitted through the primary channel for the three cases. We obtain these plots by conducting a two-dimensional fast Fourier transform (2D-FFT) of the particles’...
velocities in the time and space domains. In the first case when we excite the system with \( F_{\text{in}} = -0.5 F_{\text{in}} \), we observe the dominant presence of the lower mode (Fig. 4a). This is consistent with the result of the system’s mode selection capability discussed in the previous section. Similarly, we can also characterize the frequency response of the system by calculating the force ratio of the transmitted wave relative to the input wave (\( \frac{F_{\text{out}}}{F_{\text{in}}} \), see Fig. 1 for these parameters). As a result, we find the lower pass band (\( \Omega \ll \Omega_{CL} \)) exhibits much higher PSD compared to that of the higher pass band (\( \Omega \ll \Omega_{CH} \)) (see Fig. 4d). This again confirms the system’s capability of selective wave transmission. The peak in the upper frequency band is generated due to the intrinsic nonlinearity of the system, since the numerical simulations are based on the nonlinear equation (Eq. (2)).

If we gradually increase the control input, we start to observe the onset of the higher mode. For example, we see the existence of the two modes clearly when \( F_{\text{in}} = 0.5 F_{\text{in}} \) (Fig. 4b). The corresponding PSD of the transmitted force also shows the presence of both modes as shown in Fig. 4e. As we increase the control wave further to the magnitude and phase identical to that of the primary wave (i.e., \( F_{\text{in}} = 1 \)), we witness that the higher mode takes over the lower mode as shown in Fig. 4c. In terms of the relative efficiency of the transmitted wave, we find a single low pass band that covers the frequency range from 0 to \( \Omega_{CH} \) (Fig. 4f). Note that the dispersion relationship obtained from the 2D-FFT agrees well with the analytical dispersion curves in the previous section (compare Fig. 2a with Figs. 4a–c presented here). During the transition between the lower- to the higher-mode wave propagation, we witness that the transmission efficiency in the frequency range of \( \Omega_{CL} < \Omega < \Omega_{CH} \) increases gradually. This translates into the switching capability of the system, which controls the transmission efficiency of waves in the primary channel by the application of the control waves.

As presented in Fig. 4, there are two frequency domains of interest in the presented PC system with the variable stiffness mechanism, which are \( 0 < \Omega < \Omega_{CL} \) and \( \Omega_{CL} < \Omega < \Omega_{CH} \). To see how the coupled PC responds in these two frequency domains, we conduct another set of numerical simulations using harmonic excitations applied to the system. Specifically, we excite the system with a single harmonic function at two different frequencies: \( \omega_L \) and \( \omega_H \). These two frequencies belong to the frequency domains, \( 0 < \Omega_{eL} < \Omega_{CL} \) and \( \Omega_{CL} < \Omega_{eH} < \Omega_{CH} \), targeting to capture the harmonic response of the system in these two distinct bands (see Fig. 5).
Figs. 5a–c show the harmonic responses of the system at Ω \_L under the conditions of θ = -0.5, 0.5, and 1, respectively. The left panel shows the frequency–wavenumber response of the system, while the right panel shows captured images of particles’ displacements in space. When θ = -0.5, we observe an oscillatory pattern of the particles in the space domain, whose wavelength corresponds to the lower branch of the dispersion relationship (denoted by λ \_L in Fig. 5a). We observe a similar oscillatory wave in space, if we excite the system at Ω \_L and θ = 1 (Fig. 5c). This corresponds to the dispersive wave in the higher mode, as indicated by k = \frac{2π}{λ_L} in the surface map of Fig. 5c. In the transition regime between the two cases, however, we find an interesting phenomenon. As shown in Fig. 5b when θ = 0.5, the wave propagation through the primary channel shows a modulation effect between the higher and lower modes. As shown in the spatial wave profile in the right panel of Fig. 5b, this modulation effect generates signals composed of two wavelengths, which are denoted as λ \_L and λ \_H. These wavelengths satisfy λ \_L < λ \_H (compare the length of the arrows for λ \_L, and λ \_H, shown in right panel of Fig. 5b). This is due to the mixing of the higher and lower wave modes, which is realized through this variable stiffness mechanism between the primary and control channels. This is one of the intriguing features of the coupled PC that can be exploited for engineering applications. As we expect from Eq. (8), the wavelength of the modulated signal depends on the control input, and further discussion on this can be found in Appendix A.2.

We also test the dynamics of the system under the excitation at Ω \_H as shown in Figs. 5d–f. Since there exists only one possible wave mode in this frequency domain, no wave modulation effect is observed. However, by taking the control input of θ = -0.5, the wave propagation through the primary channel is significantly attenuated in the frequency domain (Fig. 5d). The inset of the right panel in Fig. 5d shows drastic attenuation of the incident wave in the form of evanescent waves. While we demonstrated the wave attenuation in a single frequency, we see that such attenuation can be achieved in broadband frequencies in the range of Ω \_L < Ω \_H < Ω \_H. This can distinguish our system with other active vibration control methods, which typically target single or narrow-band noise and vibration (Gantzounis et al., 2013; Khelif et al., 2003). As we increase the control input further to θ = 0.5 and 1, we observe the transmission of waves, corresponding to the higher mode of dispersive waves (Figs. 5e and f). Note that a similar effect of selective wave filtering has been discussed recently in a weakly nonlinear phononic system (Malishava and Khomeriki, 2015).
4. Design parameters of the coupled phononic crystal

Now we investigate the evolution of the two dispersion modes under various conditions of coupling between primary (axial) and control (torsional) waves. For this, we examine the effect of coupling parameters $\epsilon_u$, $\epsilon_\theta$, and $\rho$ on the cutoff frequencies of the higher and lower dispersion branches. Since $\epsilon_u$ and $\epsilon_\theta$ play an identical role mathematically (see Eq. (7)), we assess the response of cut-off frequencies as a function of $\epsilon_u$ and $\rho$ only (Fig. 6). The three surface maps in Figs. 6a–c represent the cases when $\epsilon_\theta$ = 0, 0.5, and 1.5.

When $\epsilon_\theta$ = 0 (Fig. 6a), the two dispersion curves appear with $\Omega(k)^2 = 2(1 - \cos(k))$ and $\Omega(k)^2 = 2\rho(1 - \cos(k))$ according to Eq. (6). Here, we find that the two cut-off frequencies of these dispersive wave modes depend only on $\rho$, without showing any dependence on $\epsilon_u$ (Fig. 6a). It should be noted that while the cut-off frequencies are not affected by $\epsilon_u$, the transmission efficiency in the primary channel is affected by the control signal. This is evident by the fact that $\epsilon_u$ is placed in the denominator of the efficiency expression in Eq. (9). In contrast, we find that the control signal is not affected by the primary wave mode when $\epsilon_\theta$ = 0 (see the equation of motion in Eq. (4)). As we increase $\epsilon_\theta$ from zero, the dispersion relation manifests its dependence on $\epsilon_u$, skewing the surface map of the two cut-off frequencies, $\Omega_{C,L}$ and $\Omega_{C,H}$ as shown in Fig. 6b and c. Interestingly, we also observe some regions where a certain combination of $\rho$ and $\epsilon_u$ yields no or only a single cutoff frequency. These regions are defined by two boundaries, $\epsilon_u < -\frac{1}{4\rho}(1 - \rho)^2$ and $\epsilon_u > \frac{\rho}{\epsilon_\theta}$, where both or one of the two cut-off frequencies in Eq. (7) becomes complex. This implies that depending on the choice of system parameters, we may have (i) existence of two distinctive cutoff frequencies, where both higher and lower modes are supported (i.e., $\epsilon_u > \epsilon_u > -\frac{1}{4\rho}(1 - \rho)^2$); (ii) existence of a single cutoff frequency, where only the higher mode can be supported ($\epsilon_u \geq \frac{\rho}{\epsilon_\theta}$ or $\epsilon_u = -\frac{1}{4\rho}(1 - \rho)^2$); and (iii) non-existence of cutoff frequency, where the primary wave is not allowed to transmit ($\epsilon_u < -\frac{1}{4\rho}(1 - \rho)^2$). A case example is shown in Appendix A.3. These considerations suggest that some regions in parameter space as the ones discussed above should be avoided as they are not conducive to the particular mechanism considered herein. Nevertheless, such parametric regimes may be relevant for other phenomena including growth and decay in which case also nonlinearity may play a crucial role. Given this intrinsic tunability of frequency responses, we move to the next section for the feasibility study of using this system for acoustic devices.

5. Acoustic transistor via the coupled phononic crystal

In this section, we investigate the wave transmission property and the corresponding wave mixing effect of the proposed system. We compare the characteristic of the system's response with that of the conventional transistor, to assess its feasibility as an acoustic transistor (AT). As discussed in Section 4 and shown in Fig. 4, the coupled PC with a variable stiffness mechanism is capable of controlling transmission efficiency of the primary channel's signals in the frequency domain between the higher and lower cut-off frequencies (i.e., $\Omega_{C,L} < \Omega < \Omega_{C,H}$). When we excite this system with a frequency in this domain, the transmission efficiency through the primary channel can be altered in relation to the control signal applied to the system.

Fig. 7a shows an example of the AT effect when we use $\rho = 1.5$, $\epsilon_u = 1$, and $\epsilon_\theta = 0.078$. The x-axis denotes the control force relative to the primary wave's force amplitude, while the y-axis represents the transmission efficiency in the primary channel, also relative to the primary wave's amplitude. To obtain this curve, the normalized amplitude of output signal $F_{\text{out}} / F_{\text{in}}$
We observe that the system in Fig. 7a does not meet this amplification requirement, and the parameters used are $\rho = 1.5$, $\epsilon_u = 1$, and $\epsilon_\theta = 0.078$. The solid vertical line corresponds to the off state, in which the signal in the primary channel is not transmitted. The dashed vertical line corresponds to zero control input. Transmission in this case is still possible. The green 45° line indicates that the control input amplitude and transmission amplitude are identical. Thus, transmission amplitude above this line corresponds to amplification. (a) Change of system's characteristic curves as we vary $\epsilon_u = 1, 2, 3$. The inset shows the magnified view of the curves near the zero transmission efficiency. (For interpretation of the references to color in this figure caption, the reader is referred to the web version of this paper.)

Transmission in this case is still possible. The green 45° line indicates that the control input amplitude and transmission amplitude are identical. Thus, transmission amplitude above this line corresponds to amplification. (b) Change of system’s characteristic curves as we vary $\epsilon_u = 1, 2, 3$. The inset shows the magnified view of the curves near the zero transmission efficiency. (For interpretation of the references to color in this figure caption, the reader is referred to the web version of this paper.)

is calculated by varying the control input from $\frac{F_{u, in}}{F_{u, in}} = -1$ to 1 with 100 steps. In Fig. 7a, we find that the transmission can be blocked by imposing the control input $\frac{F_{u, in}}{F_{u, in}} = \left(\frac{\dot{\theta}}{U}\right)_L$ (see the vertical solid line). This corresponds to off status, and this phenomenon is consistent with what we found in previous sections. As we change the control input from this off state, the transmission efficiency of the primary channel gradually increases. This corresponds to the on state of the AT.

Interestingly, we note that at zero control input, we still have a portion of mechanical waves transmitted through the system (vertical dashed line in Fig. 7a). In the narrow region between this zero control input and the off states (i.e., the region between the two vertical lines), the increase of control signal towards the negative direction (i.e., $\pi$ phase difference between primary and control waves) reduces the efficiency of the primary channel's output. This is in contrast to the increasing trend of the transmission efficiency described in the previous paragraph. Farther past this zone towards the negative $x$-axis, the increase of the control wave’s magnitude results in the enhancement of the wave transmission in the primary channel.

The plot in Fig. 7a is similar to the characteristic curve of conventional bipolar junction transistor (BJT) (Pierret, 1996). While the current $i_{CE}$ from the collector ($C$) to emitter ($E$) is controlled by the electric potential $v_{BE}$ (voltage difference between base and emitter) in the electrical transistor, the proposed AT system deals with the control $\frac{F_{u, in}}{F_{u, in}}$ (acoustic counterpart of $v_{BE}$) and the force output $\frac{F_{u, out}}{F_{u, in}}$ (acoustic counterpart part of $i_{CE}$). That is, we can control the wave output by choosing the operating point on this characteristic curve in a way similar to the electrical transistor. However, the main difference of the characteristic curve of the AT compared with the electrical one is that the control must have $\frac{F_{u, in}}{F_{u, in}} = \left(\frac{\dot{\theta}}{U}\right)_L$ to turn the AT off completely (again, it transmits the wave with zero control input as indicated with grey dashed line in Fig. 7a). This means that we need to tune the phase and magnitude of the inputs in order to operate the proposed AT. While this may partially limit the application of the AT, we provide in what follows an example of how one can choose the system parameters $\rho$, $\epsilon_u$, and $\epsilon_\theta$ to enhance its performance.

While there exists a variety of choices in terms of the design parameters as discussed in the previous section, we present a simple example in Fig. 7b, when we vary $\epsilon_u = 1, 2, 3$. When we have $\rho = 0.5$ and $\epsilon_\theta = 0.078$, the turn off point moves towards left in the $x$-axis as we introduce a larger $\epsilon_u$ (see the inset of Fig. 7b). The slope of the curves also changes as we adopt different $\epsilon_u$. This is plausible, since $\epsilon_u$ determines how much the dynamics in the control channel affects the wave transmission in the primary channel. Thus, we observe a steeper curve as we introduce a higher $\epsilon_u$.

In this section, we numerically demonstrated that the PC system investigated in this study is capable of manipulating the primary channel’s transmission efficiency through the control wave, which corresponds to the switching function of conventional transistors. Another key feature of such conventional transistors is an amplification function, which enables manipulating a large-amplitude output signal using a small-amplitude control signal. The system proposed in this study meets this requirement in certain regimes. For instance, the slanted lines in Figs. 7a and b show the lines that denote the same magnitude between $F_{u, in}$ and $F_{u, out}$. We observe that the system in Fig. 7a does not meet this amplification requirement,
while the ones in Fig. 7b successfully produce output waves’ amplitude larger than that of the input wave. Thus, we numerically verify that the PC system equipped with a variable stiffness mechanism can be potentially exploited to be used as a mechanical counterpart of transistor systems.

6. Conclusions and future challenges

In this study we proposed a coupled phononic crystal (PC) with a variable stiffness mechanism and investigated its wave dynamics via analytical and numerical approaches. The focus was placed on the mixing effect of mechanical waves propagating along primary and control channels. We verified that this wave mixing effect enables not only the control over the transmission efficiency of propagating waves, but also selective transmission of specific wave modes and eventually wave modulation effect. To further extent, we showed the feasibility of realizing acoustic transistors, which fulfill both switching and amplification functionalities, using the proposed phononic system.

This article proposed a number of possibilities within the study of PCs and can serve as a guide for several other avenues for future study. Some of these potential future directions include the role of nonlinearity and the study of the additional structures that are made possible due to nonlinearity, such as traveling wave and breather solutions (Malishava and Khomeriki, 2015). Importantly, it should be mentioned that relevant mechanisms may be considerably richer in higher dimensional settings, where the corresponding dispersion relation may enable intriguing possibilities (including a dependence on the direction or angle of propagation). Moreover, the interplay of nonlinearity with dimensionality may be of interest, as the existence properties of nonlinear states relevant to the present setting may be drastically different in higher dimensions (Flach et al., 1997). Additionally, the extension to non-homogeneous systems would make a natural future direction. Finally, the experimental verification of the system remains an open problem, but that is within reach given the state-of-art of PCs, which includes granular crystals (Nesterenko, 2001), origami (Yasuda and Yang, 2015), and truss structures (Fraternali et al., 2014). Such studies will be reported on in future publications.
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Appendix A

A.1. Examples of coupled PCs with a variable stiffness mechanism

Lumped masses connected with buckled beam elements can exhibit a variable stiffness mechanism (see Fig. 8a). Here we consider a beam whose middle portion is rigid, while both ends can be buckled (Aristizabal-Ochoa, 2007) (Fig. 8a). If we simplify the system as shown in the third image of Fig. 8a assuming the buckled beam has a constant torsional stiffness $k_T$, we are able to write the potential energy $\psi$ as

$$\psi = \frac{1}{2} k_T \phi^2 - F_u \Delta u - F_\theta \Delta \theta,$$

where $\phi$ represents the rotation angle of the beam element, and $F_u$ and $F_\theta$ are the axial and torsional forces, respectively. In Eq. (10), the first term represents the total potential energy and the second and third terms denote the work done by external forces $F_u$ and $F_\theta$. Under small perturbations, the geometrical relations among $\phi$, $\Delta u$, and $\Delta \theta$ are $\sin \phi \approx \frac{2R}{L} \sin \frac{\Delta \theta}{2}$ and $\cos \phi \approx 1 - \frac{\Delta u}{L}$ (see Fig. 8a). Thus, $\Delta \theta = 2 \sin^{-1}\left(\frac{1}{2R} \sqrt{\Delta u - (2L - \Delta u)}\right)$, where $L$ and $R$ are the length of the beam element and the radius of the lumped mass, respectively.

By using the principle of minimum potential energy (i.e., $\frac{\partial \psi}{\partial \Delta u} = 0$ and $\frac{\partial \psi}{\partial \Delta \theta} = 0$), we are able to write $F_u$ and $F_\theta$ as a function of $\Delta u$ and $\Delta \theta$:

$$F_u + A(\Delta u) F_u = B(\Delta u) k_T,$$

$$C(\Delta \theta) F_u + F_\theta = D(\Delta \theta) k_T.$$

Here $A(\Delta u)$, $B(\Delta u)$, $C(\Delta \theta)$, and $D(\Delta \theta)$ are expressed as
Solving Eq. (11) for $\Delta \theta$ and $\Delta u$, we obtain

\begin{align}
A(\Delta u) &= \frac{1}{R} \frac{L - \Delta u}{\sqrt{\Delta u (2L - \Delta u) \left[ 1 + \frac{L}{\Delta u} \Delta u (2L - \Delta u) \right]}}, \\
B(\Delta u) &= \frac{1}{L} \cos^{-1} \left( 1 - \frac{\Delta u}{L} \right), \\
C(\Delta \theta) &= -\frac{2R}{L} \sin \frac{\Delta \theta}{2} \cos \frac{\Delta \theta}{2}, \\
D(\Delta \theta) &= \frac{R}{L} \cos \frac{\Delta \theta}{2} \sin^{-1} \left( \frac{2R}{L} \sin \frac{\Delta \theta}{2} \right).
\end{align}

Thus, the equation of motion can be expressed as

\begin{align}
F_u(\Delta u, \Delta \theta) &= \frac{1}{1 - A(\Delta u) C(\Delta \theta)} \left[ B(\Delta u) - A(\Delta u) D(\Delta \theta) \right] k_T, \\
F_{\theta}(\Delta u, \Delta \theta) &= \frac{1}{1 - A(\Delta u) C(\Delta \theta)} \left[ -B(\Delta u) C(\Delta \theta) + D(\Delta \theta) \right] k_T.
\end{align}
\[ M \ddot{u}_n = F_i(u_{n-1} - u_n, \theta_{n-1} - \theta_n) - F_g(u_n - u_{n+1}, \theta_n - \theta_{n+1}), \]
\[ F \ddot{u}_n = F_i(u_{n-1} - u_n, \theta_{n-1} - \theta_n) - F_g(u_n - u_{n+1}, \theta_n - \theta_{n+1}). \]

(14)

Figs. 8b and c plot the \( F_u \) and \( F_\theta \) as a function of \( \Delta u \) and \( \Delta \theta \) (see blue dots). We also plot those relations with power-law fit, \( K_u(\Delta u)^p(\Delta \theta)^q \) \( K_\theta(\Delta u)^r(\Delta \theta)^s \) as surface maps in Fig. 8b and c. Parameter values that would be relevant for a future prototype are \( \kappa = 15 \times 10^9 \text{ N/m}, \lambda = 0.5 \text{ m}, \theta = 0.2 \text{ m}, \text{ and } M = 3.39 \text{ kg}. \) The linearization of the system was performed with respect to the position of \( \delta_0 = 0.05 \text{ m} \) and \( \alpha = 20^\circ \), such that the natural frequency of the spring-mass system is \( \omega_n = 902.5 \text{ Hz}. \) Note that this buckled beam model assumes that the system develops only axial and torsional motions, suppressing any local vibrations in each unit cell.

Another system that can exhibit the variable stiffness mechanism is a helicoidal phononic crystal (HPC), where the contact stiffness in the axial direction is given as a function of the relative angle between neighboring cells as below (Li et al., 2014b):

\[ k_{cyt} = \frac{\pi \sqrt{2} Y}{3(1 - \nu^2)eK(e)^{1/2}} \left( \frac{1}{1 - e^2} eK(e) - K(e) \right)^{1/4} \]

(15)

Here, \( Y \) represents Young's modulus of HPC and \( \nu \) the Poisson ratio. \( K(e) \) and \( E(e) \) are the complete elliptic integrals of the first and second kinds, respectively, and \( e = \sqrt{1 - [\cos \theta (1 + \cos \Delta \theta)]^{1/2}} \) is the eccentricity of the elliptical contact area between two cylindrical particles. By using \( Y=72 \text{ GPa} \) and \( \nu = 0.17 \) (taken from the authors' previous experimental studies, Li et al., 2012), we find that the elliptic integral forms can be fit with the power law approximation, \( k_{cyt}(\theta_{n-1} - \theta_n)^p = 1.04 \times 10^9(\theta_{n-1} - \theta_n)^{0.55} \text{ N/m} \) as plotted in blue dots in Fig. 9. When we consider the HPC connected with linear torsional springs as depicted in the second inset in Fig. 9, we can simply describe the torsional stiffness, \( k_{\theta}(\theta_{n-1} - \theta_n) = K_\theta \). In this case, \( p, q, r \) and \( s \) in Eq. (2) can be determined to be \( p = 1.5, q = 0, r = -0.55 \) and \( s = 1 \) using the parameters used in this example. Note that we have zero \( q \), since in this HPC, torsional waves affect the axial waves, but not vice versa.

### A.2. Controllability of output wavelength via control frequency

As we discussed in Section 3.3, the modulation effect of the coupled PC generates two distinct wavelengths, \( \lambda_{L-} \) and \( \lambda_{L+} \), depending on the control input, \( \frac{F_{\text{in}}}{F_{\text{in}}}. \) To investigate how those wavelengths change with respect to the control input, we compare the harmonic responses of the system at \( \Omega_{L, \text{i}} \) under three different control inputs; \( \frac{F_{\text{in}}}{F_{\text{in}}} = 0.3, 0.6, \) and \( 0.9. \) We plot the spatio-temporal maps of the particles' displacements in Fig. 10a–c. The bottom panels in Fig. 10 show the corresponding...
spatial wave profile at $t = 40$ ms. When $F_{\text{in}} = \theta_{0.3}$, the two wavelengths are very close to $\lambda_L$ (the difference between two wavelengths, $\lambda_{L-}$ and $\lambda_{L+}$, is small). However, when inspecting the wave propagation in time and space domain, we can distinguish two different group velocities denoted as $-v_{g-}$ (red arrow in Fig. 10a) and $+v_{g+}$ (blue arrow). The slopes of these arrows are calculated from the analytic dispersion in Eq. (5) (i.e., $\frac{\Omega(k)}{k}$) using the wavelengths $\lambda_{L-}$ and $\lambda_{L+}$ extracted from the bottom panel of Fig. 10. As we increase the control input to $F_{\text{in}} = \theta_{0.6}$, the difference between the two wavelengths increases, and the corresponding group velocities become larger, as depicted in Fig. 10b. Further increase of the control input makes the wavelength $\lambda_{L-}$ approach zero and $\lambda_{L+}$ approach $\lambda_H$, as shown in Fig. 10c. In brief, our simulation reveals that as we increase the control input from the lower mode solution $\Theta_{\sim \theta_{F \text{U L}}}$ to the higher mode solution $\Theta_{\sim \theta_{F \text{U H}}}$, the shorter wavelength $\lambda_{L-}$ decreases from $\lambda_L$ to zero, while the longer wavelength $\lambda_{L+}$ increases from $\lambda_L$ to $\lambda_H$. This implies that we can generate different forms of modulated signals by simple manipulation of the control input.
A.3. Existence of non-trivial cutoff frequencies

To investigate the design parameters of the coupled phononic crystal, we plotted surface maps of the system's frequencies as a function of design parameters in Section 4. To ease visualization, these maps can be plotted in a planar space, see Fig. 11 for \( \epsilon = 0.5 \). The higher and lower cutoff frequencies (i.e., \( \Omega_{c,H} \) and \( \Omega_{c,L} \)) of the system are illustrated in Fig. 11a and b, respectively. We find that the highlighted zones are bounded by the aforementioned characteristic equations

\[
-\frac{1}{4\epsilon u} - \frac{1}{\rho} \text{ and } \epsilon_u = -\frac{1}{\rho} \text{.}
\]

We also see that depending on the combination of \( \rho \) and \( \epsilon_u \), we have three distinctive regions: (Zone I) non-existence of cutoff frequency, where the primary wave is not allowed to transmit; (Zone II) existence of a single cutoff frequency, where only the higher mode can be supported, and (Zone III) existence of two distinct cutoff frequencies, where both higher and lower modes are supported (see Fig. 11). Note that the particular case that we discussed in Section 3 (i.e., \( \rho = 1.5, \epsilon_u = 1 \) and \( \epsilon_u = 0.5 \)) belongs to the Zone III, where we can selectively choose and manipulate the efficiency of the two modes.
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