EE416 Random Signals for Communications and Signal Processing

Solutions for Homework 4

3.12

(a)

Because the integral of PDF from minus infinity to infinity must be 1,

< 2 6 9
ffx(x)dx =f Cdx+f 2Cdx+f Cdx =1
0 4 7

So

1
C =—

(b)

Solution 1:

Because

f21d +f51d 1
—dx —dx ==
o 8 L 4 2

We have M=5

Solution2:
Because of the symmetry property of this distribution,

We have M=(4+6)/2=5



3.13

In all the problems here, we use the property: the integral of PDF from minus infinity to infinity must be
1.

(a)
21
f (B + Asinx)dx =1
0

So we have B = L
2
Also, PDF needs to be greater than 0 at all values.
1
So we have [A| < —
21

(b)

2 3A
fAdx+f —dx=1
0 2 2

So we have A =§

(c)
3
[ rsyans [ Arsman -1
1

So we have A = %



3.18
(a) j: f (x)dx=1,c=1

0.4

=xe™*

£,

1
(b) Pr[X <1]={ f,(x) dx=0.2642
Pr[X >2]= [ f, (x) dx =0.4060

3.0342*10°*, when x, =1/2

Xp+0.001
(©) Prx, <X <x,+0.001]= IXO i (x) dx :{ 2.7060*10*, when x, = 2
. ' 0~

At peak of the PDF, the integral would be largest. The peak of the PDF isat X =1, which is

dfy (x)
X

given by solving =0. Therefore X, . =1.

jox f (t)dt=1-(1+x)e™™, x>0
0 , X<0

(d) CDF(x) =

0.9+

0.8+

0.7+

0.6

0.5¢

CDF(x)

0.4r

0.3

0.2¢

0.1+




3.20
(a)

Assume the uniform distribution has parameters a and b.

According to the definition of median,

Mo b1
dxzf dx
J; b—a ub—a

b+a
Sowe have M = -~

(b)
Assume the exponential distribution has the parameter A.

According to the definition of median,

M [o’s}
f Ae M dx = f Ae M dx
0 M

So we have M = %lnz

(c)
Assume the Gaussian distribution has parameters |L and .
Because of the symmetry property of Gaussian distribution,

We know that

u foe]
f fGaussin.n (x)d.x = f fGaussian (x)d.x
—oo r

So we have M=

331
Let random variable Y denote the output of the quantizer.
The quantization rule is:

If the input X &[—o0,—d], then Y =-1.5d ;
If the input X e[-d,0], then Y =0.5d ;
If the input X [0,d], then Y =0.5d ;

If the input X e[d, o], then Y =1.5d .



(@)
Pr[Y =-1.5d] = Pr[X <—d]=[ " f,(x) dx:%e‘zc’

-4 1,
Pr[Y =-05d]=Pr[-d < X <0]= [~ f,(x) dx:E(l—e )
Pr[Y =0.5d]=Pr[0< X sd]:%(l—e‘z")

Pr[Y =1.5d] = Pr[X >d]=%e‘2d

(b)

Pr[X >2d]= [ f, (0 dx=2e™*
2¢ X 2

Pr[ X <—2d]:%e‘4d

3.35
Pr[A]= j: e P dx =e*

The conditional CDF is given by

PIIX < x. A Pr[2< X <x] <> 2
FXlA[x|A]:%: Px>2] @
r
LA 0, X<2
p 24 _ g M
_ TR X>2
0 X<2
Taking derivative, the conditional pdf is
Ae
dF, [ x| A >
fxlA[x|A]=—x'Ad[ A x22
X 0, X <2
fix|A)

re |



Grading:

15 pts for 3.12, where 5 for each question;

20 pts for 3.13, where 10 for a), 5 for b) and 5 for c);
20 pts for 3.18, where 5 for each;

15 pts for 3.20, where 5 for each;

15 pts for 3.31, where 10 for a) and 5 for b);

15 pts for 3.35.
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