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Definition and explanation:

Cluster analysis is a method for the analysis and organizing a large bulk of multivariate or scientific data. It lessen information overload and to uncover relevance and classes in seemingly unorganized data sets. It is useful for discovering structure or causality in complex bodies of data (using matrix of inter-individual similarities or distance). CU groups together data units and variables into clusters where elements within the cluster have a high degree of “natural association” and are “relatively distinct” from each other.

What does this mean in layman’s terms? Cluster analysis produces classifications from initially unclassified data.  It is not to be confused with issues of identification (also called dissection), but rather sorting entities based on certain classes post-identification. In many ways it is an ancient method; when our ancestors spotted a furry animal they quickly needed to assemble clusters of data (does it have claws or hooves, does it have sharp fangs or antlers) in order to classify it as a antelope or a lion. Given this analogy it is not surprising that cluster analysis originated in Natural philosophy and biologic/ zoological classification of species (it was used both before and after Darwin’s Origin of Species). In many ways cluster analysis is the reverse-engineering of classification taxonomies. 


Cluster analysis has been referred to by a number of names over the years: Q-analysis, typology, grouping, clumping, classification, numerical taxonomy, and unsupervised pattern recognition. This research method is used extensively in the social sciences including psychology, biology, zoology, botany, sociology artificial intelligence, business planning, market analysis, even information retrieval. It can be used to from groups to predict certain behaviors or trends. 


Cluster analysis really started to pick up in the 60s and 70s, more formal approach developed by mathematicians, development of computer computation helped. We are now finding applications for cluster analysis in computer usability studies. As computer computational power increases, there are many technologists using similar techniques in “data mining” and pattern recognition. The Carnivore computer program, developed by the federal government to collect online information is a good example of modern cluster analysis.

Why might we wish to produce classifications from initially unclassified data: finding a true topology; model fitting; prediction based on groups; data exploration; hypothesis testing; hypothesis generating; data reduction. (now called pattern recognition) In regard to hypothesis testing, cluster analysis can identify trends and patterns which can lead to referential hypothetical inquiry. However, once identified a hypothesis needs to be tested. “Generation of the hypothesis may not be used as its own evidence”. (Everett, 7)
Here are some types of Cluster Analysis mentioned in the Brian Everitt text. He notes that these types may not always be mutually exclusive.

1. Hierarchical techniques- in which classes themselves are classified into groups, the process being repeated at different levels to form a tree
2. Optimization techniques- in which the clusters are formed by the optimization of a clustering criterion. The classes are mutually exclusive, thus forming a partition of the set of entities.

3. Density or mode-seeking techniques- in which clusters are formed by searching for regions containing a relatively dense concentration of entities. 
4. Clumping techniques- in which the classes or clumps can overlap.
5. Others- methods which do not fall clearly into any of the four previous groups.

Problems with Cluster Analysis:

Mathematicians in the seventies noted that the research surrounding cluster analysis is broad, yet badly fragmented with researchers from different fields unaware of each other.


Variables must be carefully chosen, so that the analysis reveals the correct connections/relationships. Also, what is and is not a cluster needs delineating (and what constitutes incorporation in a cluster). There is a need to justify (define) the various levels of similarity, dissimilarity, or distance.

There is a controversy over whether to use weights on the variables, to judge one variable as more important when considering a certain outcome, or whether total objectivity is needed.


Most importantly, cluster analysis is highly technical. I am reminded of the warnings given in commercials for medications. “You should consult with a mathematician before attempting cluster analysis.” 
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