
4. Trade and business cycle synchronization: OLS and IV estimates

4.1. OLS estimates

Our baseline econometric specification follows most recent practice
in the literature:

QCORRi jt ¼ αi j þ αt þ f TRADEi jt−1; FINANCEi jt−1;CONTROLSi jt−1
� �þ εi jt ;

ð12Þ

where QCORRijt is the instantaneous quasi-correlation (as defined
above) between country-pair i and j at time t; αij is the country-pair
fixed effect, which accounts for fixed factors such as gravity-type
variables or other unobservable time-invariant idiosyncratic factors
specific to country-pair i and j; αt is a time effect, which accounts for
time-varying common factors affecting all countries. TRADE, FINANCE
and CONTROLS denote bilateral trade intensity integration, bilateral fi-
nancial integration and other control variables in the previous year,
respectively.

Table 2 presents OLS estimates of Eq. (12) on annual data cover-
ing 63 countries over 1995–2013. Due to the presence of serial corre-
lation, standard errors are clustered at country-pair level in all
models, to allow for autocorrelation and arbitrary heteroskedasticity
for each pair.4 In line with recent papers using a similar framework,

bilateral gross trade intensity turns out to be insignificant (columns
1 and 2). By contrast, value-added trade intensity appears to be sig-
nificant at the 1% confidence level (columns 3 and 4). The effect of
banking integration is negative and significant, as in Kalemli-Ozcan
et al. (2013b). The value of the value-added trade coefficient and
its statistical significance remain comparable when additional con-
trols are incorporated (column 5). This provides preliminary evi-
dence that while gross trade does not seem to affect BCS, value-
added trade does. Furthermore, that impact appears to be larger
when the degree of intra-industry trade is higher (column 6).5

Among the other controls, the indicator of similarity in industrial
structure is correctly signed but statistically insignificant at conven-
tional levels.6

4.2. IV estimates

Endogeneity and measurement error are concerns when estimating
the impact of trade onBCS. Trademight be endogenous in the sense that
BCS may be driven by some omitted or unobservable variables that are
correlated with trade; or there might be reverse causality as higher BCS

Table 2
Business cycle synchronization and trade: OLS.

OLS OLS OLS OLS OLS OLS

Dependent variable: quasi-correlation of output growth rates (1) (2) (3) (4) (5) (6)

Trade intensity (gross) 0.040 0.032
(1.617) (0.875)

Trade intensity (VA) 0.038⁎⁎⁎ 0.100⁎⁎⁎ 0.078⁎⁎⁎ 0.080⁎⁎⁎

(2.631) (3.878) (3.006) (3.076)
Banking integration −0.053⁎⁎⁎ −0.053⁎⁎⁎ −0.056⁎⁎⁎ −0.056⁎⁎⁎

(−4.840) (−4.922) (−5.274) (−5.306)
Similarity in production structures 0.073 0.071

(1.303) (1.266)
Product of log GDP −0.394⁎⁎⁎ −0.399⁎⁎⁎

(−3.571) (−3.616)
Product of log population −1.303⁎⁎⁎ −1.267⁎⁎⁎

(−5.899) (−5.702)
Absolute difference in log PPP GDP per capita −0.151 −0.152

(−1.290) (−1.297)
Intra-industry trade (VA) −0.067 −0.012

(−0.550) (−0.097)
Trade intensity × Intra-industry trade (VA) 0.153⁎

(1.905)
Country-pair fixed effects Yes Yes Yes Yes Yes Yes
Year-fixed effects Yes Yes Yes Yes Yes Yes
Observations 17,912 12,326 18,243 12,382 12,341 12,341
R-squared 0.562 0.628 0.560 0.628 0.631 0.631

Sources: Authors' estimates.
Note: Robust t-statistics in parentheses. Standard errors are clustered at country-pair level.
⁎ p b 0.1.
⁎⁎ p b 0.05.
⁎⁎⁎ p b 0.01.

4 We follow recent practice (e.g. Kalemli-Ozcan et al., 2013b) in clustering at the
country-pair level, also given our fairly large number of clusters. An alternative could have
been to implement the two-way clustering technique of Cameron et al. (2011) and cluster
at both country i and j levels. Taking this approach would not affect our main finding that
bilateral value-added trade intensity has a statistically significant impact on BCS. Indeed
when re-running all of the regressions presented below but clustering standard errors at
country i and j levels instead, the coefficient of interest remains statistically significant at
least at the 5% confidence level across all specifications (results available from the authors
upon request).

5 The typically insignificant direct effect of the intra-industry trade index in both
these OLS and the IV regressions below is not surprising. The structure of trade
should be expected to matter primarily in interaction with the intensity of trade,
indeed at the extreme it should not matter if the intensity of trade were close to
zero.

6 The presence of our indicator of intra-industry trade and the log difference in GDP per
capita in these regressions could potentially weaken the estimated impact of similarity in
industrial structure if these variables were highly correlated. However, in practice, the in-
dicator of similarity in industrial structure bears a low correlationwith both intra-industry
trade and the log difference in GDP per capita—both correlations coefficients are below
0.05 in our sample. One reason for the low correlation between the indicators of intra-
industry trade and similarity in industrial structure, in particular, is that two countries
which produce similar goods may not necessarily export them, and when they do they
may export these goods to other countries without necessarily exporting them to each
other.
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6-digit NAICS level find that sectors used as intermediate inputs experi-
enced significantly higher percentage reductions in both imports and
exports during the GFC).

7. Conclusion

The impact of trade intensity on output synchronization has
been subject to extensive theoretical and empirical research, with
mixed results. However, existing literature has not recognized the
implications of fragmented international supply chains for the
measurement of trade linkages between countries, and thereby
for their impact on synchronization. Our empirical evidence
shows that once it is measured in value added terms, bilateral
trade intensity has a sizeable positive, statistically significant, and
robust impact on synchronization, as in Frankel and Rose's seminal
papers. There is also some evidence that the nature of trade

Table 5.1
Business cycle synchronization and trade: 4 period models for robustness.

OLS IV = tariff IV = PTA OLS IV = tariff IV = PTA IV = tariff IV = PTA

Dependent variable: correlation of quarterly output growth rates (1) (2) (3) (4) (5) (6) (7) (8)

Trade intensity (gross) 0.043 0.511 −0.549
(1.196) (0.522) (−1.642)

Trade intensity (VA) 0.057⁎⁎ 0.148⁎⁎⁎ 0.091⁎⁎⁎ 0.111⁎⁎⁎ 0.094⁎⁎⁎

(2.488) (3.225) (5.091) (4.045) (4.850)
Banking integration 0.009 −0.017 −0.001 −0.019⁎ −0.024⁎ −0.012⁎ −0.018⁎⁎ −0.015⁎⁎

(0.893) (−1.274) (−0.211) (−1.859) (−1.705) (−1.742) (−2.254) (−2.330)
Similarity in production structures 0.045 0.046

(1.254) (1.331)
Product of log GDP −0.073⁎⁎⁎ −0.068⁎⁎⁎

(−4.003) (−4.011)
Product of log population 0.053⁎⁎⁎ 0.052⁎⁎⁎

(3.569) (3.598)
Absolute difference in log PPP GDP per capita −0.055⁎⁎⁎ −0.056⁎⁎⁎

(−3.026) (−3.224)
Intra-industry trade (VA) −0.015 −0.007

(−0.470) (−0.235)
Trade intensity × Intra-industry trade (VA) 0.179⁎⁎ 0.199⁎⁎⁎

(2.481) (3.049)
Country-pair fixed effects Yes Yes Yes Yes Yes Yes Yes Yes
Year-fixed effects Yes Yes Yes Yes Yes Yes Yes Yes
Observations 2034 1828 1828 2034 1828 1828 1828 1828
R-squared 0.620 0.628 0.628 0.621 0.628 0.628 0.637 0.637

Sources: Authors' estimates.
Note: Robust t-statistics in parentheses. Standard errors are clustered at country-pair level.
⁎ p b 0.1.
⁎⁎ p b 0.05.
⁎⁎⁎ p b 0.01.

Table 5.2
Business cycle synchronization and trade: robustness check using WIOD data.

OLS IV = tariff IV = PTA IV = tariff IV = PTA

Dependent variable:
quasi-correlation of
output growth rates

(1) (2) (3) (4) (5)

Trade intensity (VA) 0.104⁎⁎ 0.209⁎⁎⁎ 0.253⁎⁎⁎ 0.176⁎⁎⁎ 0.251⁎⁎⁎

(2.258) (7.275) (6.802) (6.247) (9.615)
Banking integration −0.067⁎⁎⁎ −0.017 −0.028⁎ −0.031⁎⁎⁎ −0.038⁎⁎⁎

(−4.491) (−1.345) (−1.710) (−5.506) (−8.343)
Similarity in
production
structures

0.169⁎⁎⁎

(4.408)
0.171⁎⁎⁎

(4.582)

Product of log GDP 0.166⁎⁎⁎ 0.098⁎⁎⁎

(6.024) (3.072)
Product of log
population

−0.098⁎⁎⁎

(−6.975)
−0.085⁎⁎⁎

(−6.145)
Absolute difference
in log PPP GDP
per capita

−0.086⁎⁎⁎

(−5.255)
−0.091⁎⁎⁎

(−5.482)

Intra-industry
trade (VA)

0.064
(0.665)

−0.141
(−1.477)

Trade intensity ×
Intra-industry
trade (VA)

0.195⁎⁎⁎

(4.058)
0.104⁎⁎

(2.197)

Country-pair
fixed effects

Yes Yes Yes Yes Yes

Year-fixed effects Yes Yes Yes Yes Yes
Observations 10,951 10,803 10,100 10,803 10,100
R-squared 0.628 0.486 0.529 0.628 0.621

Sources: Authors' estimates.
Note: Robust t-statistics in parentheses. Standard errors are clustered at country-pair level.
⁎ p b 0.1.
⁎⁎ p b 0.05.
⁎⁎⁎ p b 0.01.

Table 6
Business cycle synchronization and trade: IV.

IV = tariff IV = tariff IV = PTA IV = PTA

Dependent variable:
quasi-correlation of output
growth rates

(1) (2) (3) (4)

Trade intensity (VA) 0.173⁎⁎⁎ 0.180⁎⁎⁎ 0.226⁎⁎⁎ 0.231⁎⁎⁎

(5.717) (5.602) (8.559) (8.253)
Banking integration −0.074⁎⁎⁎ −0.037⁎⁎⁎ −0.060⁎⁎⁎ −0.026⁎

(−6.150) (−2.671) (−5.033) (−1.922)
Trade intensity ∗ GFC dummy 0.911⁎⁎⁎ 0.980⁎⁎⁎

(11.800) (12.806)
Banking integration ∗ GFC
dummy

0.370⁎⁎⁎

(6.429)
0.379⁎⁎⁎

(6.540)
Country-pair fixed effects Yes Yes Yes Yes
Year-fixed effects Yes Yes Yes Yes
Observations 12,382 11,397 11,397 11,397
R-squared 0.628 0.629 0.635 0.622

Sources: Authors' estimates.
Note: Robust t-statistics in parentheses. Standard errors are clustered at country-pair level.
⁎ p b 0.1.
⁎⁎ p b 0.05.
⁎⁎⁎ p b 0.01.

259R. Duval et al. / Journal of International Economics 99 (2016) 251–262



The Great Trade Collapse (and Recovery)

Source: IMF WEO.



Import Contents: An Example
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Fig. 1. Business cycle properties of offshoring to Mexico. Note: The data series are from Federal Reserve Board (for the U.S. manufacturing IP and U.S. real GDP), INEGI
(for Mexico’s manufacturing IP, real GDP, the maquiladora real value added, and the number of establishments), and the International Financial Statistics via Haver Analytics
(for Mexico’s maquiladora and non-maquiladora exports in dollars, deflated by PPI). The series are seasonally adjusted, converted in natural logs, and expressed in deviations from a
Hodrick–Prescott trend. The shaded areas represent the U.S. recessions during 1990:Q3–1991:Q1 and 2001:Q1–2001:Q4, as defined by the NBER. If the U.S. and Mexico’s
real GDP are used instead of manufacturing IP, the correlations are largely similar: 0.54 and 0.45 for the U.S. GDP with the maquiladora value added and Mexico’s GDP;
0.34 for the U.S. GDP with and the number of maquiladora establishments; 0.55 and 0.34 for the U.S. GDP with Mexico’s maquiladora and non-maquiladora real exports,
respectively.

regular exports and Northern output; and (3) positive link between
the share of offshoring in Southern exports and output comovement,
which holds when the extensive margins are free to adjust but not
otherwise. Second, these implications also hold when the bivari-
ate total factor productivity (TFP) process is re-calibrated to mirror
the standard symmetric case for the United States and an aggre-
gate of European economies as in Backus et al. (1992, henceforth
BKK92), rather than the asymmetric process for the United States
and Mexico estimated in this paper. Third, the results hold when key
model variables and the exogenous TFP process are adjusted to take
into account measurement issues that arise when comparing model
implications to the data, such as the deflators for GDP and its com-
ponents not reflecting changes in the number and composition of
varieties (Burstein and Cravino, 2015), or the data series on invest-
ment not including expenditures related to firm entry (Fattal Jaef and
Lopez, 2014).

1.1. Literature

This paper builds upon previous literature on business cycle
synchronization, as it proposes a new mechanism of output comove-
ment that hinges on the link between firm entry in the home
economy and the extensive margin of offshoring in a framework with
heterogeneous firms. The mechanism differs from others proposed in
the literature, such as those relying on a low elasticity of substitution

between country-specific goods or dependence on imported inputs
under vertical specialization (BKT08; Arkolakis and Ramanarayanan,
2009). For instance, BKT08 propose a model in which offshoring
enhances output comovement but the location of production is
fixed over time. In their model, comovement results from a very
low elasticity of substitution between the country-specific goods
in the offshoring sector, which is set to be lower than in the reg-
ular exports sector. In contrast to BKT08, the positive relationship
between offshoring and output comovement in my model is due to
the asymmetric role of the extensive margin in driving the Southern
offshoring vs. regular exports, which makes the former more pro-
cyclical than the latter, while the elasticity of substitution is the same
for both sectors. Bergin et al. (2011) also study the importance of off-
shoring in amplifying the transmission of shocks across countries in
a model that allows for extensive margin adjustments. While they
study the implications of offshoring for the transmission of shocks
across countries, my paper focuses on the implications of offshoring
for output comovement.

This paper also adds to literature that studies the role of the
extensive margin in shaping export dynamics; however, this lit-
erature generally looks at regular exports rather than at trade
flows resulting from vertical FDI. For example, GM05 model
export dynamics in a framework with endogenous firm entry,
heterogeneous firms, and endogenous exports that generates persis-
tent deviations from purchasing power parity and rationalizes the
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Fig. 4. Impulse responses, (1) baseline model vs. (2) model with no offshoring (GM05).

shock; their action is driven by the cost advantage of producing off-
shore, rather than by changes in demand. In contrast, as firm entry
increases the number of varieties available in the North, the North-
ern demand shifts away from Southern exports, which causes some
of the Southern firms to stop exporting.

Compared with the extreme case with no offshoring (dashed lines
in Fig. 4), which revisits the model in GM05, the offshoring exports
boost the Southern total exports and output. Following the positive
shock to productivity in the North, the Southern total exports and
output in the baseline model persist above those from GM05 in the
quarters after the shock.28

4.1.2. Fixed cutoffs
In the case with fixed offshoring and exporting cutoffs (dashed

lines in Fig. 5) the extensive margin still shapes the pattern of the
Southern offshoring exports. Following firm entry in the North, the
new firms with idiosyncratic productivity above the cutoff start by
producing directly offshore. Thus, the number of offshoring firms
increases gradually in the quarters after the shock, mirroring the
build-up in the stock of firms in the North, even though less than in
the baseline case. The value added per offshoring firm (the intensive
margin) spikes on impact, then declines below its steady state, but
not enough to offset the boost to offshoring exports provided by the
extensive margin. Hence, the offshoring exports persist above their
steady state, unlike the Southern regular exports that dip below.29

Turning to the Southern regular exports, the case with fixed
cutoffs results in a smaller adjustment in the number of Southern

28 In the alternative model with no offshoring, fX = 0.005 and f ∗
X = 0.016 are set

so that the exports-to-GDP ratios in the North and the South match those from the
baseline model (27 and 41%).
29 The alternative case with a fixed offshoring cutoff provides a lens to abstract from

changes in average productivity when assessing the intensive margin dynamics. With
a fixed offshoring cutoff, the average productivity of firms above and below the cutoff
is constant. In this case, the intensive margin of offshoring rises on impact in response
to higher demand, unlike in the baseline case (in which the offshoring cutoff shifts
down, the average productivity of offshoring firms declines, and hence the intensive
margin changes little on impact).

exporters (the extensive margin), which mirrors the slow-moving
stock of Southern firms, but to a larger adjustment in the regular
exports per firm (the intensive margin) than in the baseline case.
In fact, the intensive margin in the case with fixed cutoffs (dashed
lines in Fig. 5) resembles the extensive margin from the baseline case
(solid lines). As the Northern demand for Southern varieties rises
on impact but declines in the quarters after the shock, some of the
Southern firms would choose to stop exporting. Instead, if exit from
exporting is not an option, exporters reduce the volume of exports
per firm, since both the extensive and intensive margins of regular
exports are driven by demand. Thus, unlike for offshoring exports,
the Southern regular exports behave similarly with or without a
flexible extensive margin. The result is consistent with the findings
in Alessandria and Choi (2007) and Fattal Jaef and Lopez (2014).

4.1.3. Fixed extensive margins
To entirely shut down the extensive margins, I fix both firm entry

and the cutoffs for offshoring and exporting (dashed lines in Fig. 6).
When the extensive margins are held fixed, the Southern offshoring
and regular exports display identical impulse responses, since dif-
ferences in the behavior of their extensive margins no longer affect
the volume of each type of exports. Also, the offshoring exports rise
by less on impact and persist below their path from the baseline
case, which highlights the role of the extensive margin in enhancing
the procylical response of the Southern offshoring exports relative to
that of regular exports.

4.1.4. Fixed entry
The alternative model in which firm entry is fixed (but the cut-

offs are free to adjust) provides another illustration of the role of the
extensive margin in shaping the pattern of offshoring exports (thin
lines in Fig. 6). Since the positive shock to productivity in the North
is not followed by firm entry, the terms of labor depreciate (rise) on
impact; while the cost of effective labor is unchanged in the North, it
rises in the South due to the higher Northern demand for Southern
varieties. Therefore, the number of offshoring firms drops on impact
and persists below its steady state. In turn, the countercyclical
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Fig. 7. Offshoring and output comovement. Note: “Fixed extensive margins” refers
to the model with fixed firm entry and fixed cutoffs for offshoring and exporting.
The alternative calibrations vary the share of offshoring in Southern exports (on the
horizontal axis) while keeping the ratios of exports to GDP in the North and the South
close to their steady-state levels from the baseline model.

in the offshoring sector than in the regular exports sector. In contrast,
in my model, the elasticity of substitution is the same across the two
sectors; the link between offshoring and output comovement arises
from the asymmetric impact of Northern firm entry on the Southern
offshoring and regular exports through their extensive margins.

5. Conclusion

This paper examines the effect of offshoring motivated by lower
production costs on the cross-country transmission of business
cycles in a model with endogenous firm entry, heterogeneous
firms, and endogenous offshoring. The model generates a procyclical
pattern of offshoring and its extensive margin relative to output in
the home economy, offshoring exports that are more procyclical than
the regular exports, and a positive relationship between the share
of offshoring in exports and output comovement, as in the data. The
mechanism of comovement arises from the link between firm entry
in the home economy, the appreciation of the terms of labor, and the
firms’ decision to produce offshore.

The model proposed here allows for the study of a number of
additional implications of offshoring, including the effect on labor
market outcomes in the home and foreign economies, and the
behavior of real exchange rates when offshoring transfers upward
pressure on foreign wages and prices. Nonetheless, the interaction
between offshore production and international labor mobility in a
framework that distinguishes between tradable and non-tradable
sectors represents a topic with rich policy implications.
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TABLE 7: TRADE INTEGRATION AND GDP COMOVEMENT

∆corr(YR,t, Y
∗
R,t)– Producer Currency Price

Trade
GDP = 0.1 Trade

GDP = 0.2 Trade
GDP = 0.35

Historical Rule 0.36 0.45 0.49

Peg 0.05 0.19 0.27

Ramsey 0.07 0.29 0.43

Nash 0.28 0.35 0.48

corr(YR,t, Y
∗
R,t)– Local Currency Price

Trade
GDP = 0.1 Trade

GDP = 0.2 Trade
GDP = 0.35

Historical Rule 0.33 0.42 0.47

Peg 0.05 0.20 0.27

Ramsey 0.36 0.53 0.62

Nash 0.28 0.36 0.42

TABLE 8: TRADE INTEGRATION —NON STOCHASTIC STEADY STATE

Relative Gain from Coordination∗ – PCP

Optimal Rule∗ Historical Rule Peg Nash

Leader Follower

Trade
GDP = 0.1 0.88% 18.62% 18.81% 43.45% 0.0001%

Trade
GDP = 0.2 3.13% 25.36% 26.90% 45.40% 0.001%

Trade
GDP = 0.35 3.15% 29.69% 32.31% 48.39% 0.09%

Relative Gain from Coordination∗ – LCP

Optimal Rule∗∗ Historical Rule Peg Nash

Leader Follower

Trade
GDP = 0.1 2.17% 20.91% 20.89% 44.90% 0.10%

Trade
GDP = 0.2 2.66% 29.09% 29.49% 47.34% 0.90%

Trade
GDP = 0.35 3.16% 36.16% 37.00% 51.97% 2.42%

*Gains are the ratio of welfare costs of business cycle under the Ramsey-optimal policy and the alternative;

**The optimal rule is derived under weak trade linkages (10%) and producer currency pricing (PCP);

the rule is kept constant across trade regimes and under local currency pricing (LCP).
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TABLE 5: BUSINESS CYCLE STATISTICS

Variable σXU
R

σXU
R
/σY UR

1st Autocorr corr(XU
R,t, Y

U
R,t)

YR 1.71 1.50 1 1 0.83 0.79 1 1

CR 1.11 0.94 0.64 0.63 0.70 0.73 0.67 0.87

IR 5.48 5.50 3.20 3.68 0.89 0.80 0.87 0.86

l 0.97 0.82 0.56 0.56 0.88 0.72 0.79 0.81

wR 0.91 0.79 0.52 0.53 0.91 0.92 0.56 0.76

XR 5.46 2.40 3.18 1.66 0.67 0.70 0.18 0.17

IR 4.35 2.08 2.54 1.39 0.32 0.69 0.70 0.77

TBR/YR 0.25 0.39 0.14 0.26 0.43 0.71 -0.47 -0.48

corr(CR,t, C
∗
R,t) 0.44 0.16

corr(YR,t, Y
∗
R,t) 0.51 0.26

Bold fonts denote data moments, normal fonts denote model generated moments.

TABLE 6: TRADE INTEGRATION —NON STOCHASTIC STEADY STATE

Ramsey Gain Ramsey Inflation

Trade
GDP = 0.1 0.34% 1.40%

Trade
GDP = 0.2 0.22% 1.20%

Trade
GDP = 0.35 0.16% 1.05%
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in Fig. 1, an increase in Home productivity generates Foreign expansion through trade linkages, as demand-side com-
plementarities more than offset the effect of resource shifting to the more productive economy. (This is true also with higher
shock persistence than for the example of Fig. 1.) Moreover, absent technology spillovers, Foreign consumers have weaker
incentives to increase consumption on impact, which reduces the cross-country consumption correlation.44

5. Market reforms and monetary policy in the international economy

Having established that the model successfully reproduces (qualitatively and/or quantitatively) several features of the
international business cycle, we turn to our main exercise and study the domestic and international consequences of market
reforms in one of the countries in our model, and how such reforms affect the conduct of optimal monetary policy.

We calibrated both countries in the model to U.S. targets to assess the model's properties. A goal of our exercise in this
paper is to begin shedding light on how market reforms in Europe are likely to affect transatlantic interdependence and
policy incentives for the Federal Reserve and the ECB. For this purpose, we isolate structural conditions of product and labor
markets as the only source of asymmetry between the euro area and the U.S. in our model. We accomplish this by re-
calibrating the parameters that capture Home market regulation (the entry cost in product markets, fe; unemployment
benefits, b; and the flexible-wage bargaining power of workers, 1�η, taken as a measure of employment protection) to
European levels (see the Appendix for details).45 This adjustment in parameter values allows us to treat the Home country as
a model-euro area that differs from the U.S. only by featuring more rigid product and labor markets, and to isolate the
consequences of this asymmetry and of reforms that align European market characteristics to U.S. levels.

Under the new calibration, we compute the welfare benefit of moving from the historical policy behavior of the cali-
bration in Table 1 to the Ramsey-optimal cooperative monetary policy, as well as the cooperative, Ramsey-optimal, long-run
inflation rates in the two countries. These results are reported in Table 3, in the “Status quo” row. We then compute impulse
responses to Home product market reform (Fig. 2), Home labor market reform (Fig. 3), and joint reform of both Home
markets (Fig. 4). Each Home market reform brings the relevant parameter value(s) to the flexible (U.S.) level used in the
previous section. The parameter change is treated as a permanent shock, and the impulse responses trace the domestic and
international effects of this change from the impact period to the long run, under historical policy or the cooperative,
Ramsey-optimal policy.46

Home product market deregulation, flexible regulation in foreign. Historical policy (solid) versus optimal policy (dashes).

44 The very low correlation of consumption across countries in Table 2 is due to the combination of incomplete markets, bond adjustment costs (albeit
small), and extremely persistent shocks. Reducing shock persistence facilitates risk sharing and increases consumption correlation, consistent with results
in Baxter and Crucini (1995).

45 For our purposes, changing directly the value of fe is sufficient to capture changes in product market regulation. The underlying assumption is that
the change comes from a change in the “red tape” portion fR of the overall entry cost rather than in the technological requirement fT.

46 In the Ramsey policy problem for this exercise, we assume that the initial conditions are given by the rigid steady state under the historical policy
(which features zero inflation). In technical terms, we solve for the Ramsey-optimal policy in response to market deregulation assuming time-zero
commitment to the optimal plan. An alternative approach would be to solve for the optimal response to reform assuming that the initial conditions are
given by the optimal Ramsey steady state with high product and labor market regulation, i.e., from a timeless perspective. Our choice has the advantage of
making the comparison between historical and Ramsey-optimal policy more transparent. (In the presence of different initial conditions associated to
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Since much of the policy debate on the benefits of market reforms focuses on the benefits they would generate by
reallocating resources to more efficient uses, for each reform, we also present figures that make it possible to study such
reallocation effects. Specifically, part b of Figs. 2–4 shows the responses of three measures of productivity and employment
across different uses of resources in production. In our model economy, it is possible to define the productivity of the
average Home product-variety line, whose output is sold both domestically and abroad, as

~zt ¼ ~zθ�1
d þ ~zx;t

τ

� �θ�1Nx;t

Nd;t

" #( )1=ðθ�1Þ

: ð28Þ

The first row of each b-figure shows the responses to reform of this average productivity, of the average productivity of

Fig. 2. (b) Home product market deregulation, productivity and labor reallocation effects.

Fig. 3. (a) Home labor market deregulation, flexible regulation in Foreign. Historical policy (solid) versus optimal policy (dashes).

(footnote continued)
alternative monetary policy regimes, as implied by the alternative approach, it would be impossible to isolate the role of monetary policy for the transition
dynamics following reforms.)
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partial correlation between these two variables after netting out per
capita income, as it has been shown that high-income countries tend to
experience lower volatility. As established by Canning et al. ð1998Þ and
Furceri and Karras ð2007Þ, among others, smaller countries are more
volatile. The elasticity of volatility with respect to country size is about
20.14 in this set of countries, and the relationship is highly significant,
with a t-statistic of 6.2.
At the same time, it has been argued that countries that trade more

tend to be more volatile. This empirical regularity has been demon-
strated in a cross section of countries by Easterly, Islam, and Stiglitz
ð2001Þ and Kose, Prasad, and Terrones ð2003Þ. The cross-country evi-
dence is likely to be affected by reverse causality and omitted variables
problems. In addition, in a cross section of countries one does not typ-
ically have enough power to distinguish between trade openness and
other correlates of macroeconomic volatility ðsuch as, most relevant here,
country sizeÞ. Di Giovanni and Levchenko ð2009Þ investigate the openness-
volatility relationship in great detail using industry-level data, which makes
it possible to overcome these econometric estimation concerns. They con-

FIG. 1.—Country size and aggregate volatility. This figure reports the partial correlation
plot of aggregate volatility, measured as the standard deviation of the annual growth rate of
per capita GDP over 1970–2006, on the y -axis against country size on the x-axis, after
netting out the impact of per capita income. Both axes are in log scale. Source: World Bank
World Development Indicators.
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FIG. 3.—Country size, firm sales concentration, and size of largefirms.Thesefigures present the scatter plots of log country size and ðAÞ the logHerfindahl
index of firm sales, ðBÞ the log size of the 10 largest firms, and ðC Þ the log size of the largest firm, in all cases after netting out per capita GDP. The countries
withmore than 1,000 firms with sales data are labeled with diamonds, the countries with between 100 and 1,000 firmswith sales data are labeledwith squares,
and the countries with fewer than 100 firms with sales data are labeled with circles. The regression lines through the samples of ðiÞ all countries, ðiiÞ countries
with ≥100 firms, and ðiiiÞ countries with ≥1,000 firms are plotted through the data. Both axes are in log scale. Sources: ORBIS and World Bank World
Development Indicators.
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