
Consistent Grammar Development Using Partial-Tree Descriptionsfor Lexicalized Tree-Adjoining GrammarsFei Xia, Martha Palmer, K. Vijay-Shanker, Joseph RosenzweigInstitute for Research in Cognitive ScienceUniversity of Pennsylvania400A, 3401 Walnut StreetPhiladelphia, PA 19104,USAfxia/mpalmer/vshanker/josephr@linc.cis.upenn.edu1 IntroductionAn important characteristic of an FB-LTAG isthat it is lexicalized, i.e., each lexical item is an-chored to a tree structure that encodes subcat-egorization information. Trees with the samecanonical subcategorizations are grouped intotree families. The reuse of tree substructures,such as wh-movement, in many di�erent treescreates redundancy, which poses a problem forgrammar development and maintenance (Vijay-Shanker and Schabes, 1992). To consistentlyimplement a change in some general aspect ofthe design of the grammar, all the relevant treescurrently must be inspected and edited. VijayShanker and Schabes suggested the use of hi-erarchical organization and of tree descriptionsto specify substructures that would be presentin several elementary trees of a grammar. Sincethen, in addition to ourselves, Becker, (Becker,1994), Evans et al. (Evans et al., 1995), andCandito(Candito, 1996) have developed systemsfor organizing trees of a TAG which could beused for developing and maintaining grammars.Our system is based on the ideas expressed inVijay-Shanker and Schabes, (Vijay-Shanker andSchabes, 1992), to use partial-tree descriptionsin specifying a grammar by separately de�ningpieces of tree structures to encode independentsyntactic principles. Various individual speci�-cations are then combined to form the elemen-tary trees of the grammar. Our paper beginswith a description of our grammar developmentsystem and the process by which it generates

the Penn English grammar as well as a Chi-nese TAG. We describe the signi�cant proper-ties of both grammars, pointing out the ma-jor di�erences between them, and the methodsby which our system is informed about theselanguage-speci�c properties. We then compareour approach to other grammar developmentapproaches for LTAG such as the speci�cationof TAGs in DATR (Evans et al., 1995) and Can-dito's implementation (Candito, 1996).2 System OverviewIn our approach, three types of components {subcategorization frames, blocks and lexical re-distribution rules { are used to describe lexi-cal and syntactic information. Actual trees aregenerated automatically from these abstract de-scriptions. In maintaining the grammar onlythe abstract descriptions need ever be manipu-lated; the tree descriptions and the actual treeswhich they subsume are computed determinis-tically from these high-level descriptions.2.1 Subcategorization framesSubcategorization frames specify the categoryof the main anchor, the number of arguments,each argument's category and position with re-spect to the anchor, and other information suchas feature equations or node expansions. Eachtree family has one canonical subcategorizationframe.1



2.2 BlocksBlocks are used to represent the tree substruc-tures that are reused in di�erent trees, i.e.blocks subsume classes of trees. Each block in-cludes a set of nodes, dominance relation, par-ent relation, precedence relation between nodes,and feature equations. This follows the de�ni-tion of the tree descriptions speci�ed in a logi-cal language patterned after Rogers and Vijay-Shanker(Rogers and Vijay-Shanker, 1994).Blocks are divided into two types accord-ing to their functions: subcategorization blocksand transformation blocks. The former de-scribes structural con�gurations incorporatingthe various information in a subcategorizationframe. For example, some of the subcategoriza-tion blocks used in the development of the En-glish grammar are shown in Figure 1.1When the subcategorization frame for a verbis given by the grammar developer, the systemwill automatically create a new block (of code)by essentially selecting the appropriate primi-tive subcategorization blocks corresponding tothe argument information speci�ed in that verbframe.The transformation blocks are used for var-ious transformations such as wh-movement.These transformation blocks do not encode rulesfor modifying trees, but rather describe theproperties of a particular syntactic construc-tion. Figure 2 depicts our representation ofphrasal extraction. This can be specialized togive the blocks for wh-movement, topicaliza-tion, relative clause formation, etc. For exam-ple, the wh-movement block is de�ned by fur-ther specifying that the ExtractionRoot is la-beled S, the NewSite has a +wh feature, and soon.1In order to focus on the use of tree descriptions andto make the �gures less cumbersome, we show only thestructural aspects and do not show the feature valuespeci�cation. The parent, (immediate dominance), rela-tionship is illustrated by a plain line and the dominancerelationship by a dotted line. The arc between nodesshows the precedence order of the nodes are unspeci�ed.The nodes' categories are enclosed in parentheses.
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Figure 2: Transformation block for extraction2.3 Lexical Redistribution Rules(LRRs)The third type of machinery available for agrammar developer is the Lexical Redistribu-tion Rule (LRR). An LRR is a pair (rl, rr)of subcategorization frames, which produces anew frame when applied to a subcategorizationframe s, by �rst matching2 the left frame rl ofr to s, then combining information in rr ands. LRRs are introduced to incorporate the con-nection between subcategorization frames. Forexample, most transitive verbs have a framefor active(a subject and an object) and anotherframe for passive, where the object in the for-mer frame becomes the subject in the latter. AnLRR, denoted as passive LRR, is built to pro-duce the passive subcategorization frame fromthe active one. Similarly, applying dative-shiftLRR to the frame with one NP subject and twoNP objects will produce a frame with an NPsubject and an PP object.Besides the distinct content, LRRs and blocksalso di�er in several aspects:2Matching occurs successfully when frame s is com-patible with rl in the type of anchors, the number ofarguments, their positions, categories and features. Inother words, incompatible features etc. will block cer-tain LRRs from being applied.2



� They have di�erent functionalities: Blocksrepresent the substructures that are reusedin di�erent trees. They are used to re-duce the redundancy among trees; LRRsare introduced to incorporate the connec-tions between the closely related subcate-gorization frames.� Blocks are strictly additive and can beadded in any order. LRRs, on the otherhand, produce di�erent results dependingon the order they are applied in, and areallowed to be non-additive, i.e., to re-move information from the subcategoriza-tion frame they are being applied to, as inthe procedure of passive from active.
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εFigure 3: Elementary trees generated from com-bining blocks2.4 Tree generationTo generate elementary trees, we begin witha canonical subcategorization frame. The sys-tem will �rst generate related subcategorizationframes by applying LRRs, then select subcate-gorization blocks corresponding to the informa-tion in the subcategorization frames, next thecombinations of these blocks are further com-bined with the blocks corresponding to varioustransformations, �nally, a set of trees are gener-ated from those combined blocks, and they arethe tree family for this subcategorization frame.Figure 3 shows some of the trees produced inthis way. For instance, the last tree is obtainedby incorporating information from the ditransi-tive verb subcategorization frame, applying thedative-shift and passive LRRs, and then com-bining them with the wh-non-subject extractionblock.

3 Generating grammarsWe have used our tool to specify a grammar forEnglish in order to produce the trees used inthe current English XTAG grammar. We havealso used our tool to generate a large grammarfor Chinese. In designing these grammars, wehave tried to specify the grammars to reect thesimilarities and the di�erences between the lan-guages. The major features of our speci�cationof these two grammars are summarized in Table1. English Chineseexamples passive bei-constructionof LRRs dative-shift object frontingergative ba-constructionexamples wh-question topicalizationof transformation relativization relativizationblocks declarative argument-drop# LRRs 6 12# subcat blocks 34 24# trans blocks 8 15# subcat frames 43 23# trees generated 638 280Table 1: Major features of English and ChinesegrammarsBy focusing on the speci�cation of individualgrammatical information, we have been able togenerate nearly all of the trees (91.3% - 638 outof the 699) from the tree families used in thecurrent English grammar developed at Penn3.Our approach, has also exposed certain gaps inthe Penn grammar. We are encouraged with theutility of our tool and the ease with which thislarge-scale grammar was developed.We are currently working on expanding thecontents of subcategorization frame to includetrees for other categories of words. For exam-ple, a frame which has no speci�er and one NPcomplement and whose predicate is a preposi-tion will correspond to PP ! P NP tree. We'llalso introduce a modi�er �eld and semantic fea-3We have not yet attempted to extend our coverageto include punctuation, it-clefts, and a few idiosyncraticanalyses that are included in the sixty trees we are notgenerating.3



tures, so that the head features will propagatefrom modi�ee to modi�ed node, while non-headfeatures from the predicate as the head of themodi�er will be passed to the modi�ed node.4 Comparison to Other WorkEvans, Gazdar and Weir (Evans et al., 1995)also discuss a method for organizing the treesin a TAG hierarchically, using an existing lexi-cal representational system, DATR (Evans andGazdar, 1989). Since DATR can not capturedirectly dominance relation in the trees, thesemust be simulated by using feature equations.There are substantial similarities and signi�-cant di�erences in our approach and Candito'sapproach, which she applied primarily to Frenchand Italian. Both systems have built uponthe basic ideas expressed in (Vijay-Shanker andSchabes, 1992) for organizing trees hierarchi-cally and the use of tree descriptions that en-code substructures found in several trees. Themain di�erence is how Candito uses her dimen-sions in generating the trees. Her system im-poses explicit conditions on how the classes ap-pearing in the hierarchy can be combined, basedon which dimension they are in. For example,one condition states that only a terminal node(leaf node of a hierarchy) of the second dimen-sion can be used in constructing a tree. There-fore two redistributions (such as passive andcausative) can be used in a single tree only whena new passive-causative terminal node is �rstcreated manually. In contrast, our approach au-tomatically considers all possible applications ofLRRs, and discards those that are inconsistent.5 ConclusionWe have described a tool for grammar develop-ment in which tree descriptions are used to pro-vide an abstract speci�cation of the linguisticphenomena relevant to a particular language. Ingrammar development and maintenance, onlythe abstract speci�cations need to be edited,and any changes or corrections will automati-cally be proliferated throughout the grammar.In addition to lightening the more tedious as-pects of grammar maintenance, this approach

also allows a unique perspective on the gen-eral characteristics of a language. De�ning hi-erarchical blocks for the grammar both necessi-tates and facilitates an examination of the lin-guistic assumptions that have been made withregard to feature speci�cation and tree-familyde�nition. This can be very useful for gain-ing an overview of the theory that is being im-plemented and exposing gaps that remain un-motivated and need to be investigated. Thetype of gaps that can be exposed could includea missing subcategorization frame that mightarise from the automatic combination of blocksand which would correspond to an entire treefamily, a missing tree which would represent aparticular type of transformation for a subcat-egorization frame, or inconsistent feature equa-tions. By focusing on syntactic properties ata higher level, our approach allows new oppor-tunities for the investigation of how languagesrelate to themselves and to each other.ReferencesTilman Becker. 1994. Patterns in metarules. InProceedings of the 3rd TAG+ Conference, Paris,France.Marie-Helene Candito. 1996. A principle-based hi-erarchical representation of ltags. In Proceedingsof COLING-96, Copenhagen, Denmark.Roger Evans and Gerald Gazdar. 1989. Inference indatr. In EACL-89.Roger Evans, Gerald Gazdar, and David Weir. 1995.Encoding Lexicalized Tree Adjoining Grammarswith a Nonmonotonic Inheritance Hierarchy. InProceedings of the 33rd Annual Meeting of theAssociation for Computational Linguistics(ACL'95), Cambridge, MA.James Rogers and K. Vijay-Shanker. 1994. Obtain-ing Trees from their Descriptions: An Applicationto Tree Adjoining Grammars. Computational In-telligence, 10(4).K. Vijay-Shanker and Yves Schabes. 1992. Struc-ture sharing in lexicalized tree adjoining gram-mar. In Proceedings of the 15th InternationalConference on Computational Linguistics (COL-ING '92), Nantes, France.
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