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A Corpus-based Evaluation of Syntactic Locality inTAGs�Fei Xia and Tonia BleamInstitute for Research in Cognitive ScienceUniversity of PennsylvaniaPhiladelphia, PA 19104,USAffxia/tbleamg@linc.cis.upenn.eduAbstractThis paper presents a new methodology forexamining cases of non-locality. The algo-rithm presented here allows us to extractfrom a large annotated corpus sentences thatappear to require non-local MCTAG. Weexamine one such case, extraposition fromNP, and argue that the dependency involvedis not syntactic and therefore does not re-quire non-local MCTAG.1. IntroductionMuch important work has been done to in-vestigate the adequacy of local TAGs to ac-count for various linguistic phenomena, see,e.g., (Heycock, 1987; Becker et al., 1992;Abeill�e, 1994; Bleam, 1994; Kulick, 1998;Joshi et al., 2000). This paper presents anew methodology for doing this kind of re-search. The algorithm presented here allowsus to extract from a large annotated cor-pus (the Penn Treebank) constructions thatseem to require non-local1 derivations. Wepropose that, in fact, these non-local depen-dencies should not be represented syntacti-cally, and therefore do not constitute a prob-lem for maintaining tree-local MCTAG.�We would like to thank Aravind Joshi, Je�Lidz, Anoop Sarkar and the XTAG research groupfor their help and suggestions. This work was sup-ported by NSF Grant SBR 8920230.1By non-local, we mean non-tree-local.

2. Extracting MC sets fromthe TreebankExtracting multi-component (MC) tree setsfrom Treebanks is one of the tasks per-formed by a grammar development systemnamed LexTract, whose structure is shownin Figure 1, with the components relevantto the MC extraction task marked in bold.There are three main steps in the MC ex-traction procedure: �rst, a bracketed struc-ture in a Treebank (ttree) is decomposedinto a set of elementary trees (etrees); sec-ond, a derivation tree is built to show howthe etrees are combined; third, any pair ofetrees that contain co-indexed componentsare placed in a trees set with the etrees thatconnect them in the derivation tree. If thesize of the set is more than three, the re-lation between the co-indexed componentsis not tree-local, assuming the correctnessof Treebank annotations. For lack of space,we will use an example to demonstrate thesemain steps without going into the details ofthe algorithms (see (Xia, 1999) for details).2.1. The extracted grammarTo ensure that the extracted etrees are com-pact and linguistically sound, we requirethat each etree in the grammar fall into oneof three types determined by the relationsbetween the anchor of the etree and othernodes in the tree, as shown in Figure 2:
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(modification relation)(predicate-argument relation) (coordination relation)Figure 2: Forms of extracted etrees2.2. Extracting etrees from ttreesThe �rst step of the MC extraction pro-cedure is to extract etrees from ttrees. Attree from Penn English Treebank is shownin Figure 3, where reference indices (e.g. -1and -2) mark co-indexed constituents.
( (S (NP-SBJ (NN supply) (NNS troubles))

(VP (VBD were)

        (PP-LOC-PRD (IN on)

(NP (NP (DT the) (NNS minds))

(PP (IN of)
(NP (NP (NNP Treasury) (NNS investors))

(SBAR (-NONE- *ICH*-2) )))))

(NP-TMP (RB yesterday))
(, ,)

(SBAR-2 (WHNP-1 (WP who) )
                  (S (NP-SBJ (-NONE- *T*-1) )
                       (VP (VBD worried)
                               (PP-CLR (IN about)

(. .) ))
                                                (NP (DT the) (NN flood) ))))))Figure 3: An example from the TreebankThe ttrees in the Treebank are partiallybracketed in a way that does not explic-itly distinguish arguments from adjuncts.
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Figure 6: The derivation tree2.3. Building derivation treesHaving extracted the etrees from a ttree, thenext step for MC extraction is to build thederivation tree. Under the assumptions thatno adjunctions are allowed at the foot nodesand at most one adjunction at any one node,and given the etrees, the mapping betweenthe fully bracketed ttree and the derivationtree is one-to-one. The derivation tree forthe ttree in Figure 4 is shown in Figure 6.2.4. Building MC tree setsWe construct MC sets using the derivationtrees and the reference indices in the ttrees.Given a pair of constituents that are co-indexed in a ttree, let eg and ef be the two

etrees that the two constituents belong to.There exists a unique path that connectsthe two etrees in the derivation tree. Theetrees on the path form a tree set.3 If thesize of the set is more than three, the rela-tion between the co-indexed components isnot tree-local, assuming the correctness ofTreebank annotations. In our example, therelation between WHNP-1 and *T*-1 (bothare in tree #13) is tree-local, whereas therelation between *ICH*-2 (in tree #10) andSBAR-2 (in tree #13) is not.3. ExperimentsWe ran the algorithm on the Penn Tree-bank II (Marcus et al., 1994). Table 1 givesthe breakdown of MC sets by size. Out of3151 MC sets, 999 sets (31.7%) had morethan three etrees and were thus not tree-local. Table 2 shows the classi�cations ofthese non-local sets.(1) That is [a skill]i Sony badly needs tiand Warner is loath to lose ti.(2) It ti would be my inclination [to ad-vise clients not to sell]i.(3) Federal Express goes further ti inthis respect [than any company]i.(4) [Of all the ethnic tensions inAmerica]i, which ti is the mosttroublesome right now ?(5) [JMB o�cials are expected to behired to represent the pension fundon the Santa Fe Paci�c Realtyboard, Mr Roulac said ti, to insu-late the fund from potential liabilityproblems.]i(6) The Diet doesn't normally even de-bate bills because the oppositionparties are so often ti opposed towhatever LDP does [that it wouldbe a waste of time]i.3Notice if a list etrees Ei all modify the sameetree E, Ei will form a chain in the derivation tree,as circled in Figure 6. Those intermediate mod-etrees are not included in the MC tree set.



size of MC sets � 3 (tree-local sets) 4 5 6 7 8 subtotal total# of MC sets (type) 2152(68.3%) 874 94 26 4 1 999(31.7%) 3151# of MC sets (token) 19994(91.3%) 1772 102 26 4 1 1905(8.7%) 21899Table 1: Numbers of extended MC sets and their frequencies in PTBPTB LexTract NP- extraction it- comparative of-PP paren- so .. otherserrors errors EXP from coord. EXP construction thetical that71 65 337 209 176 50 31 30 11 19Table 2: Classi�cation of 999 extended MC sets that look non-localIn each of these \non-local" cases, the Tree-bank notation establishes a dependence be-tween two elements, as shown in (1) {(6). We suggest that, in fact, in all of thecases, the dependence is not syntactic, andso these examples do not constitute caseswhere non-local MCTAG would be required.Due to space considerations, however, wecannot address each case independently. In-stead, we focus on one construction, thatof Extraposition (EXP) from NP, both be-cause this was the most common type of\non-local" example found by the algorithmand because it is potentially the strongestcase against tree-locality. We will show thateven for this di�cult case, tree-locality canbe maintained.4. ExtrapositionOne example of EXP was discussed in Sec-tion 2 (cf. Figure 3-6). Further examplesare illustrated in (7) and (8), where thebracketed prepositional phrase is construedas an argument (7) or a modi�er (8) of theNP in bold.4(7) Younkers rang up sales in 1988 [of$313 million].(8) The company gave us discounts alllast year [on their premium brands].Most generative analyses of this phe-nomenon associate the extraposed phrase(EXP phrase) with a gap in the NP4Adjunct status was determined using two tests:one-substitution and wh-extraction.

with which it is interpreted. See, e.g.,(Gu�eron, 1980; Baltin, 1981; Pollard & Sag,1994). These accounts can be referred to as\syntactic-dependence" analyses, since theyrequire that the extraposed phrase and its\antecedent" noun be coindexed or associ-ated in the syntax. This coindexation isshown in Figure 7. Other authors, on theother hand, argue for a semantic depen-dence, or non-gap analysis (Andrews, 1975;Culicover & Rochemont, 1990).
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α(gave) α (discounts) β (year)Figure 10: Elementary trees for (8)9.5 This approach works for argument EXP,but it faces two problems when applied toadjunct EXP. The �rst problem is that,given current assumptions, the derivation ofeven the simplest cases requires non-localMCTAG (Weir, 1988). The trees requiredto derive (8) are given in Figures 9 and 10.In this derivation �(") adjoins to the NP of�(discounts), and �(on) adjoins to the VPnode6 in �(give).A second problem with the gap analysis ispointed out by (Abeill�e, 1994) citing (Gun-narson, 1982). Extraposed adjunct phrases(9) allow pronominalization of the headnoun, something that is not allowed if theadjunct phrase is not extraposed (10). Thisis clear evidence that there is no movementsince the putative underlying representationis impossible.5Notice that positing a dependence in the syntaxwould not necessarily require an explicit gap in thecase of extraposition of an argument PP. When theextraposed phrase is an adjunct, however, syntac-tic dependence must be represented by adjoining atrace onto the head noun phrase (or alternativelycoindexing with features).6Alternatively, the extraposed element could ad-join to the S node. See (Kroch & Joshi, 1987; Culi-cover & Rochemont, 1990) for discussion.

(9) John makes lists every day [withnames of people who owe us money],and I make them every day [withnames of people who we owe moneyto].(10) * I make them with names of peopleevery day.(Abeill�e, 1994) thus proposes that the rela-tionship between adjunct extraposition andthe head noun should be a semantic onerather than a syntactic one. These \basegenerated" cases are handled using syn-chronous TAG (S-TAG), where the syntaxand semantics are represented by parallelTAG derivations. Representing the seman-tics with a TAG allows Abeill�e to preservethe locality e�ects that we �nd in argu-ment EXP, which do require a syntactic de-pendence. We refer to this locality prop-erty as etree boundedness (ETB). As Abeill�enotes, her analysis predicts that EXP is NP-bounded; that is, the extraposed element\has to be a complement of the top N, andcannot be a dependent of an embedded N".While ETB holds of argument EXP, we havefound that adjunct EXP does not obey thiscondition, and hence cannot be accountedfor in the S-TAG analysis. (11) and (12)are examples from the Treebank of non-NP-bounded EXP. In (11), the extraposed rela-tive clause who worried... is not associatedwith an argument of the etree to which itattaches, but rather to a more deeply em-bedded NP, thus violating ETB.(11) Supply troubles were on the mindsof Treasury investors yesterday[who worried about the ood of newgovernment securities].(12) Major rivals have been following apolicy of continuous and deep dis-counting for at least the past 18months [on their premium brands].These examples show that the S-TAG anal-ysis of the semantic dependence is too re-



strictive for adjunct EXP. Instead, we pro-pose that the semantic dependency must becalculated post-derivationally, as, for exam-ple, in (Joshi & Vijay-Shanker, 1999), wherethe semantic representation is read o� thederivation tree. The process of calculat-ing this dependency must make referenceto structure, but it does not adhere to thestrict locality that the S-TAG analysis re-quires.5. ConclusionsWe have presented an algorithm to extractfrom the Penn Treebank constructions thatseem to require non-local MCTAG. We pro-pose that all these non-local dependenciesshould not be represented syntactically, andtherefore do not require non-local MCTAG.One such example is NP-EXP, which hasbeen previously argued to be a locally-bounded dependency. Our algorithm hasrevealed that adjunct EXP does not obeythe locality constraints previously positedby linguists. If these examples are to bederived syntactically, they would require anLTAG more powerful than Tree-local MC-TAG. We show, however, that the depen-dency between the head noun and the EXPphrase is not a syntactic one, but a semanticone. We conclude that extraposition doesnot constitute a case for using non-localMCTAG; tree-locality can be maintained.ReferencesAbeill�e A. (1994). Syntax or Semantics?Handling Nonlocal Dependencies with MC-TAGs or Synchronous TAGs. ComputationalIntelligence, 10, 471{485.Andrews A. (1975). Studies in the Syntax ofRelative and Comparative Clauses. PhD thesis,MIT.Baltin M. (1981). Strict Bounding. In C.Baker & J. McCarthy, Eds., The LogicalProblem of Language Acquisition. MIT Press.Becker T., Rambow O. & Niv M.(1992). The Derivational Generative Power,or, Scrambling is Beyond LCFRS. TechnicalReport IRCS-92-38, University of Pennsylva-
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