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Abstract

The success of a Machine Translation (MT) appli-
cation depends on its ability to perform lexical se-
lection, that is, to choose lexical items in the target
language that most closely match the lexical items
in the input source. This task is particularly dif-
ficult in cases, such as those which arise in trans-
lating from English to Chinese and Korean, where
the target language imposes lexical constraints which
are non-existent or completely different in the source.
We present an implementation of an English-Korean
MT system using Feature-Based, Lexicalized Tree-
Adjoining Grammar (FB-LTAG), and demonstrate
its ability to handle difficulties involving lexical se-
lection between those two languages. We also de-
scribe the applicability of this approach to similar
issues which arise in English-Chinese translation. By
building language-dependent FB-LTAGs for each lan-
guage and then linking them via a Synchronous Tree-
Adjoining Grammar (STAG), we are able to elegantly
model the specific and language-dependent syntac-
tic and semantic distinctions necessary to filter the
choice of target lexical items.

1 Introduction

A Machine Translation (MT) application must be
able to choose among possible translations for lexi-
cal 1tems in its input. For example, if the system is
given an English sentence with the main verb break,
there will be many potential lexical items in Chinese
which could be used to translate this verb (Palmer
and Wu, , 1995). These Chinese translations for break
will be closely related semantically and conceptually,
vet distinguishing among them 1is critical for achiev-
ing a correct translation. Similarly, when translating
the English verb receive into Korean, there are several
alternatives to choose from, but some of these may
be inappropriate depending on more global semantic

factors. Determining the appropriate target lexical
item to use in such cases is an important component
of lexical selection for M'T.

Previous transfer-based and interlingual ap-
proaches to MT! have limitations when it comes to
dealing with the issues of lexical selection discussed
above. For transfer-based approaches to MT such
as Geta (Vauquois and Boitet, , 1985), each sepa-
rate lexeme in the source language must be paired
with a corresponding lexeme in the target language
in a set of bilingual dictionaries. Such systems have
difficulty in choosing among closely related candi-
date translations and cannot easily incorporate more
global semantic information to make the selection.
Also, these systems are not well equipped to provide
a general solution for differences in syntactic real-
ization between languages. An alternative is the in-
terlingua approach, exemplified by Princitran (Dorr,
, 1993) or Translator (Nirenburg et al., , 1992), in
which the source verb i1s mapped to a canonical se-
mantic representation which is shared by all target
languages. The elements of the semantic represen-
tation are used to select the lexical realization in
each target language. While such systems are able
to handle structural divergences, the construction of
the large language-universal semantic ontology neces-
sary for the interlingua is a daunting and potentially
intractable task.

In this paper, we outline a proposal to capture the
distinctions between the meaning of a lexical item in
one language and its counterpart(s) in another lan-
guage based on separate semantic-feature ontologies
Then we show that
the problem of lexical selection in machine trans-

for each individual language.

I These are the two ends of the spectrum, and many systems
now take a hybrid approach. Since the purpose of this paper
is to highlight a area of MT usually ignored, and to propose
a non-theory specific solution, we will not give an overview of
all types of MT systems. We do limit our initial comments
to non-statistical MT methods, as we do not believe that our
method would be useful to purely statistical systems.



lation can be addressed by using feature structures
in the source and target grammar. The framework
within which these ontologies are developed is that
of Feature-Based Lexicalized Tree Adjoining Gram-
mar (FB-LTAG) (Joshi et al., , 1975; Schabes, |,
1990; Vijay-Shanker and Joshi, , 1991). The gram-
mar encodes semantic as well as syntactic features
and feature constraints. We present a system for ma-
chine translation between English and Korean which
is implemented in the Synchronous Tree Adjoining
Grammar (STAG) formalism (Shieber and Schabes,
, 1990; Abeillé et al., , 1990), an extension of FB-
LTAGsS.

The present paper is organized as follows. In sec-
tion 2, we define the problem of lexical selection in
more detail. In section 3, we introduce the basic defi-
nitions of FB-LTAG and STAG and propose a model
of lexical mapping between source and target lan-
guages. In section 4, we report on how the proposed
model is being implemented using specific examples.
Finally, section 5 discusses additional examples which
pose more difficult problems.

2 Defining the Problem

The essence of the problem that we are trying to solve
involves lexical constraints that are critical for one
language but non-existent or completely different in
another. A classic example of this is the translation
of break into Chinese.

(1) He broke the

ta ta’po zhi’shan men

door

ta da’po le men.

(2) He broke the
ta da’sui zhi’ge hua’ping

vase

ta da’sui le zhi’ge hua’ping.

As shown in Sentences (1) and (2), break can be
translated into da po and da sui respectively, accord-
ing to the physical properties of the objects that are
broken. In English, break is a very general verb in-
dicating an entire set of breaking events which can
be distinguished by the resulting state of the object
being broken. The verbs shatter, snap, split, etc. can
all be seen as denoting more specialized versions of
the general breaking event. Chinese has no equiva-
lent verb for indicating this class of breaking events,
and each usage of break has to be mapped onto a
more specialized lexical item. Even the English spe-
cializations of a breaking event do not cover all of the
different ways in which Chinese can semantically dis-
tinguish between breaking events. The end result is
that lexical selection from English to Chinese is often
predicated on the existence of semantic features that

are completely irrelevant to the selectional restric-
tions of break in English(Palmer and Wu, , 1995).

A similar situation is illustrated by the following
Korean examples from a military domain.

swusinha-yss-ta
receive-past-IND

(3) choykunuy yocheng-ul
current request-ACC

I recetved the current request
(4) kongkupmuwul-ul pat-ass-ta.
commander-report-ACC  receive-past-IND

I recetved the supplies.

Sentences (3) and (4) highlight a situation in which
one language (English) has two senses for the same
lexical item, receive, whereas the other language, Ko-
rean, has two distinct lexical items corresponding to
these same senses.? In Korean, the first sense of re-
cetve 1s swusinhayssta and it selects for a theme ar-
gument which denotes some information such as a
request or a command that is transmitted via a com-
municative device such as a radio transmitter or a
telephone. The second sense of receive is represented
by patassta. The sense of patassta is more like that
of English receive in that it allows a wider range
of theme arguments. That is, the theme argument
of patassta can denote physical objects such as sup-
plies as well as information such as a report. Hence,
in translating We received the supplies into Korean,
the corresponding verb for English receive must be
patassta. However, in translating We received your
request, the corresponding verb for English receive
should be swusinhayssta. Hence, selectional restric-
tions of verbs must be specified in such a way as to
block wrong translations.

3 Proposed Model

3.1 Formalism

In this paper, we present a system for machine trans-
lation between Korean and English which is imple-
mented in the Synchronous Tree Adjoining Grammar
formalism (STAG), an extension of Feature Based-
Lexicalized Tree Adjoining Grammars (FB-LTAG).
FB-LTAG is based on Tree Adjoining Grammar
(TAG) formalism developed by Joshi, Levy, and
Takahashi (Joshi et al., , 1975). An important char-
acteristic of FB-LTAG 1s that 1t is lexicalized. That
18, each lexical item is anchored to a tree structure
that encodes subcategorization information. For in-
stance, a transitive verb is anchored to a tree that

?Because Korean is a pro-drop language, the target transla-
tions do not contain a lexical item corresponding to the English
subject pronoun I. Though this poses additional complications
to the translation process, it does not bear directly on the
problem being addressed here.



includes a subject NP and an object NP. Another
characteristic of FB-LTAG 1s that it is feature-based.
Selectional restrictions can be expressed by using the
feature mechanism. The primitive elements of the
standard TAG formalism are elementary trees which
are of two types: initial trees and auxiliary trees. Ini-
tial trees are minimal linguistic structures that con-
tain no recursion. They represent the phrasal struc-
tures of simple sentences. In initial trees, all inter-
nal nodes are labeled by non-terminals and all leaf
nodes are labeled by terminals or non-terminal nodes
marked for substitution (}). Auxiliary trees repre-
sent recursive structures, which are adjuncts to ba-
sic structures, such as adverbials, adjectivals and so
forth. In auxiliary trees, all internal nodes are la-
beled by non-terminals, all leaf nodes are labeled by
terminals or by non-terminal nodes marked for sub-
stitution, except for exactly one non-terminal node,
called the foot node (*). The foot node must have
the same label as the root node of the tree.

The FB-LTAG formalism defines two operations:
substitution and adjunction. In the substitution op-
eration, a node marked for substitution in an ele-
mentary tree is replaced by another elementary tree
whose root label is the same as the substitution-
marked node. In an adjunction operation, an aux-
iliary tree is inserted into an initial tree. The root
and the foot nodes of the auxiliary tree must match
the node label at which the auxiliary tree adjoins.
Parsing of a sentence is successful only when the fea-
tures in each node of the tree unify. Examples of el-
ementary trees and the substitution operation being
performed on these trees are given in Figure 1.

A

NP VP N N NP VP

al: S a2: NP a3: NP \'3

John Mary N v NPy

likes John  likes N

Mary

Figure 1: Elementary trees for likes, John, Mary and
the derived tree for John likes Mary

In Figure 1, al, a2 and a3 are elementary trees for
the transitive verb likes, and the proper noun John
and Mary respectively. After a2 and a3 substitute at
N Py and N P; respectively, we get the derived tree v
for the sentence John likes Mary.

Introduced by (Shieber and Schabes, , 1990),
STAGs are a variant of TAGs that characterize corre-
spondences between tree adjoining languages. They
can be used for relating TAGs for two different lan-
guages for the purpose of machine translation, or
for relating a syntactic TAG and a semantic one

for the same language for the purpose of generation.
The strategy adopted for machine translation con-
sists of matching the source FB-LTAG derivation of
the source sentence to a target FB-LTAG derivation
by looking at a transfer lexicon. The transfer lexicon
consists of pairs of trees from the source grammar
and target grammar. Within a pair of trees, nodes
may be linked. The translation process is outlined in
(Abeillé et al., , 1990). First, the source sentence is
parsed using the source grammar. Second, the source
derivation tree is transferred to a target derivation by
mapping each elementary tree in the source deriva-
tion tree to a tree in the target derivation tree. This
is done by looking in the transfer lexicon. Finally, the
target sentence is generated from the target deriva-
tion tree. As an example, we provide a fragment of
the transfer lexicon between English and Korean, and
show how the English sentence John likes Mary is
translated into the corresponding Korean sentence.

e NI TN

NP, | [case = nom] VP = -Npui[case:noﬁ]‘ - VP
\ NP1 | [case= acq] - NP, |[case=acc]

likes coahanta

N p[c\ase =nom]

_NP[case = nom] NPE:&:&C] lﬁP[case:aoc]
~ -

-

N N N N

John John-i Mary Mary-lul
Figure 2: Lexicalized Synchronous trees for [like,
John, Mary

s s
NP, VP NP, VP
N vV NP, N NP, v
John  likes N John-i N coahanta

Mary Mary-lul

Figure 3: John lLikes Mary translated into John-i

Mary-lul coahanta

Figure 2 shows the links between elementary trees
for English and Korean. After the English sentence
John likes Mary is parsed under the English gram-
mar, the derivation tree is transferred to a target



derivation by mapping each elementary tree in the
source derivation tree to a tree in the target deriva-
tion tree. Finally, the target sentence John-i Mary-
lul coahanta® is generated from the target derivation
tree. Figure 3 shows the source and target derivation
trees.

3.2 Semantic Features

We propose that semantic features and semantic con-
straints be specified in the usual method for each
language. Since the feature unification of features
and feature constraints is done independently for each
language, there is no need to access a universal on-
tology in order to make the lexical selection. The
language-specific selectional restrictions will ensure
the suitability of the final verb argument structure.

We assume that each language will require its own
conceptual ontology with a distinct set of semantic
features. Many of the concepts in the lexical semantic
ontologies may be shared among languages, but lan-
guages may choose to structure the concepts differ-
ently. With this in mind, we suggest an approach to
translation that does not always attempt to directly
map a specific verb sense in the source language to
another specific sense in the target language. Rather,
it begins with a more coarse-grained lexical transla-
tion process, which merely attempts to focus on a
particular set of translation candidates in the source
language. These candidates will be further narrowed
down by a language-specific lexical selection process
which examines the semantic features associated with
the instantiated verb arguments and determines the
best fit. Therefore, in many cases, the detailed merg-
ing of language-specific semantic features associated
with the source sense into the semantic features of
the target sense can simply be avoided. Rather than
one-to-one mappings between lexical items, the dic-
tionary would map between sets of lexical items. We
see this as a hybrid approach that combines some of
the strengths of both interlingua-based systems and
transfer-based systems.

3.3 Korean TAG with Features

Egedi et. al (1994) describes the use of STAG for
translating from Korean to English. They used the
Korean TAG that was developed by Hyun Suk Park
(Park, , 1993) which does not make use of the fea-
ture mechanism. The lack of features results in the
grammar containing many unnecessary elementary
trees. For instance, due to the lack of case features,
a noun maps onto several different initial trees de-
pending on which case marker it carries. That is, a
noun is anchored onto an a-ka if it carries nominative

3.i is a nominative case marker and -lul is an accusative

case marker.

case marker, onto an a-lul if it carries accusative case
marker, and onto a a-eykey if 1t carries a dative case
marker.

SP oP
NP ka NP lul
N N
a-ka tree  a-lul tree

Figure 4: Park’s Noun Trees

This results in linguistically unmotivated repre-
sentations such as SP (subject phrase), OP (object
phrase) and DP (dative phrase) in the structural de-
scription of nouns.

Moreover, the lack of inflectional features for the
encoding of sentence modes forces the grammar to
contain an auxiliary tree called §-suffix that anchors
mode markers on verbs.

BSUFFIX tree

Figure 5: Park’s Sentential Mode Tree

The derived tree using Park’s Korean TAG for the
sentence in (5) is shown in figure 6:

pat-ass-ta
recelve-Past-IND

We received the report.

(5) uli-ka pokose-lul

we-Nom report-Acc

pokose

Figure 6: Park’s Tree for We received the report

Substitution of SP wltka and OP pokoselul take
place in the elementary tree that anchors the verb



patass. Then adjunction of SSUFFIX to the S ulika
pokoselul patass takes place to derive ulika pokoselul
patassta.

We have modified the Korean grammar developed
by Park in such a way that it encodes semantic as
well as syntactic features for each lexical item. The
syntactic features include case features such as noma-
native, and accusative, tense features such as past and
present, and mode features such as indicative, imper-
ative, and interrogative. The semantic features char-
acterize the semantic type of each lexical item. These
features include such features as human, process, in-
formation, object, location, etc. A lexical item may
also specify constraints on semantic features of other
lexical items available in its syntactic frame (i.e., lo-
cal to its tree). At parse time, the features and fea-
ture constraints must unify. For instance, a noun
is specified with case features and a semantic type
feature. A verb is specified with tense and mode fea-
tures and feature constraints such as case constraints
and semantic type constraints on the subcategorized
arguments.

The derived tree using our grammar for the sen-
tence in (5) is shown in figure 7:

S|arg2 type : <1> information/object
argl_type : <2>human
mode: <3>ind
tense : <4> past
assign_case : <5>nom
NPltype : <6> hum VPlarg2_type : <1>
case : <5> argl type : <2>
mode: <3>
tense : <4>

assign_case : <5

A

Nicase : <5 NPtype : <1> Vitense : <4>
type : <6 case : <7>acc mode: <3>
argl_type : <2>
arg2_type : <1>
assign_case : <5
ulika N|case : <7; patassta
type : <1
pokoselul

Figure 7: Our Tree for We received the report

The elementary tree for the verb patassta is en-
coded with features in such a way that it can only
take subjects with nominative case feature and hu-

man semantic feature. Moreover, 1t can only take
objects with accusative case feature and information
or (physical) object semantic feature. The noun ulika
1s specified with nominative case feature and human
semantic feature, and the noun pokoselul is specified
with accusative case feature and (physical) object se-
mantic feature. Since the features of the verb and
the substituted nouns match, the parser accepts the
sentence in (5) and the tree in figure 7 is derived.

By adding features in the Korean TAG, we were
able to get rid of many unnecessary and linguisti-
cally unmotivated elementary trees from the gram-
mar. For instance, addition of case features such as
nominative, accusative and dative to the grammar
enabled us to make all nouns anchor onto one type of
tree, NP, resulting in one representation for nouns,
NP. Moreover, by adding inflectional features such as
tense and mode features, we were able to get rid of
GSUFFIX tree from the grammar, resulting in a sim-
pler structural description for sentences. And more
importantly, addition of semantic features provided
us with a solution to the problem of lexical selection
in machine translation. We present how this 1s done
in detail in the following sections.

4 Implementation

The proposed model is being successfully applied to
a domain of military messages, with English and Ko-
rean as our two languages, (Egedi et al., , 1994). This
effort is being funded by CECOM at Ft. Monmouth.
In order to obtain data for this application, we have
visited the 75th Division Training Exercise in Hous-
ton that involved Fort Lewis in a Corps Battle Sim-
ulation. At this exercise, in addition to becoming
familiar with the Battle Simulation environment, we
were able to collect hundreds of messages, both com-
puter generated and hand-written. In this domain,
short telegraphic messages are sent to military units
with requests for information and supplies, and cor-
responding answers are sent as replies. The goal is
automatic, on-line translation of these messages. We
are finding that the approach to lexical selection out-
lined in this paper is adequate for the lexical choice
issues that arise in this domain.

The trees in Figure 8 show the derived trees for the
sentences in (3) and (4) above. The trees in Figure
9 show the NP trees for the argument NPs used in
these sentences.

The verb swusinhayssta requires a theme argument
which denotes something that is transmittable via a
communicative device such as a telephone or a radio.
This is indicated by the feature communicative. The
noun yocheng denotes something which can be trans-
mitted via a communicative device and so it has the
feature communicative on the noun tree. The features



S[arg2_type

<1> communicative
largl_type : <2>human

Imode: <3> ind
tense : <4> past
lassign_case : <5>nom

N

NR  fiype : <2 VPlarg2 type : <1>
" larg1_type : <2>
5

larg1_type : <2> human|
mode: <3>ind
tense : <4>past

Slarg2_type : <1> object
<5> nom

lassign_case

2N

NB fype : <2 VPFfarga_type : <1>
A fcase ;< argl_type : <2>

lcase : <5

Imode: <3>
tense : <4>
lassign_case

‘ T~

e NR ftype : <1> Vftense : <4>
acc) mode: <3>

larg1_type : <2>

5

mode: <3>
tense : <4>
assign_case : <5

e NPfiype © <1> Vftense : <>
case : <6> acc| mode: <3>

case <6
larg2 type : <1>
Jassign_case : <

largL_type : <2>
larg2_type : <1>
Jassign_case : <

N ]
M

of] Ncase : <6 N[case <ej
ltype : <t ltype : <1

kongkupmwulul

DPfaccept-DP : 4] swusinhayssta

patassta

choykunuy yochengul

swusinhata tree patassta tree

Figure 8: Two trees corresponding to English sen-
tences with receive

NP{&ype D <1> Db]SCK:| Np{type :

<1> communicative
case : <2>acc

case : <2>acc

Nlcase : <2 Nfcase : <2
type : <L type @ <L

kongkupmwulul yochengul

supplies tree request tree

Figure 9: NP trees for Korean supplies and request

of the verb and the argument NP are compatible and
so the Korean parser accepts the input and generates
the correct derived tree.

The verb patassta requires a theme argument which
denotes a physical object or some information. This
disjunctive constraint can be implemented in the
TAG formalism as the disjunctive feature-value infor-
mation/object, which indicates that the verb can take
both types of arguments. The noun kongkupmwul de-
notes a physical object. Hence, we implement the
feature-value object on its noun tree. The features of
the verb and the argument NP are compatible and so
the parser accepts the input and generates the correct
derived tree.

In translating from English to Korean, the seman-
tic features implemented for the Korean verbs and
nouns ensure that the correct target sentence is gen-
erated. In the case of the English sentence I received
the current request, the English verb receive correctly
maps onto the Korean verb swusinhayssta. Also, in
translating the English sentence I received the sup-
plies into Korean, the English verb receive correctly

maps onto the Korean verb patassta. Since the se-
mantic type of the object of receive is not restricted
in this way in English, there is no need to implement
these semantic features in the English lexicon.* The
trees for request and supplies (shown in Figure 10)
in English therefore are not marked for their object-
hood nor for their ability to be transmitted over a
communicative device.

NPlconj : <1>[] NPlconj : <1>[]
pron: <2>[] pron: <2>[]
wh: <3>- wh: <3>-
case : <4>nom/acc case : <4>nom/acc
refl : <5>- refl : <5>-
agr : <6>(3rdsing - agr : <6>(3rdsing
pers : 3 pers : 3
num: plur num: sing
Nlconj : <1 Nlconj : <1
pron: <2 pron: <2
wh: <3> wh: <3>
case @ <4 case : <4
refl <5 refl : <5
agr : <6> agr : <6>
supplies request

supplies tree request tree

Figure 10: NP trees for English supplies and request

The English grammar possesses only those features
which are required within the English grammar it-
self; the presence of features in the Korean grammar
(or grammars for other languages) does not mandate
their presence on the English side. Conversely, fea-
tures relevant for English may not show up in the
Korean grammar.

It 1s important to note that the semantic features
of a noun are not always context independent. For
example, the noun poko (report) denotes the infor-
mation conveyed by an act of reporting. Hence it is
compatible with the verb patassta (6) — but only in a
context where the information was conveyed via face-
to-face interaction. If instead the information was
conveyed via a communicative device, then swusin-
hayssta is the appropriate choice (7).°

(6) poko-lul
report-ACC

I recetved the report.

pat-ass-ta
receive-past-IND

4This does not mean that the semantic type features object
or information might not be relevant for other reasons else-
where in the English grammar.

5If the Korean noun poko is followed by the morpheme -
se, then it refers to a physical document that contains the
information. Hence, it refers to a physical object and can not
occur with the Korean verb swusinhayssta. It can only occur
with patassta.



(7) poko-lul
report-ACC

I recetved the report.

swusinha-yss-ta
receive-past-IND

The current implementation cannot incorporate
the kind of discourse context that is crucial in deter-
mining the correct translation for the English receive
for examples such as this one.

5 More complex examples

The first section briefly described the difficulties in
automatically translating break from English to Chi-
nese, primarily because break in English is a very gen-
eral word, while its counterpart in Chinese needs to
be more semantically precise. Not only does Chinese
make more explicit the resulting state of the broken
object, whether it is in small pieces, or pieces shaped
like line segments, etc., but it also makes explicit the
action that resulted in the breaking event, such as hit-
ting or shouldering. The Chinese translation for break
normally consists of two morphemes: the first mor-
pheme (action expression) describes how the agent
exerts force on the patient, the second morpheme (re-
sult expression) gives the consequence of the action.

For the result expression, there are dozens of Chi-
nese words which describe the state broken. The at-
tributes of the broken object will decide which result
i1s most likely to occur. For example, a long, slen-
der object such as a stick can be broken into line
segments, a brittle object like a vase can be broken
into small pieces, more solid objects like windows and
doors can be broken into large pieces. The correct
lexical choice for the result expression can often be
made based on inherent characteristics of the object.

Determining the action expression is more difficult
and often depends on contextual factors that may
not be available to a machine translation system. We
are currently experimenting with a simple model of
default correlations between the action expression of
a sentence, and the types of the agent, instrument
and action involved. We will select the action ex-
pression based on the values of these default seman-
tic features. For example, if an instrumental adjunct
phrase 1s present, the type of the noun in that phrase
constrains the action expression that will be used.
Otherwise, we may assume that particular types of
agents tend to use particular types of instruments to
break things. For instance, a human being normally
uses a hand, a deer uses its antlers, a horse uses its
hooves.®

Once we have determined the selectional restric-
tions that define potential Chinese expressions, we

8For the purposes of selecting an action expression in Chi-
nese, the linguistic distinction which is sometimes made be-
tween instruments and body parts does not seem relevant.

VP

/\

VP PP
vz NR ¢ [obj @ <1>[ ] P NB ¢ [instrument : <2

/\

Vafingrument : <2>[ ] Vr fobj 1 <13 yong
instrument @ feet | obj : [form: brittle
realm : physical
ti sui
ti’sut tree

Figure 11: tisui tree corresponding to English break

VP

/\

VP PP

U

vz NR ! [obj @ <1>[ ] P NB ¢ [instrument

T T |

Va[msrument : <2% Vf[obj : <1% yong

[inslrumem: axn% obj : [form: solid
realm : physical

<[]

kan po
kan’po tree

Figure 12: kanpo tree corresponding to English break

can add semantic features to each lexical item, with
the corresponding features on the elementary trees
of the grammars. The lexical item for each Chinese
verb specifies in its features what semantic restric-
tions it places on its object and any instrumental
adjuncts which may occur.” Each noun also speci-
fies its semantic categories, at the granularity that is
necessary for this particular language. For instance,
sut takes an object that is a physical object and is
brittle, while po takes a solid object, as illustrated in
Figure and 11 and 12. The noun chuanghu (window)
is, among other things, a physical, brittle® object,
while the noun men (door) is a solid object. The cor-
responding noun phrase trees are shown in Figure 13.

7Although adjuncts are not within the extended domain
of locality of a verb in the FB-LTAG formalism, selectional
constraints between a verb and such an adjunct may still be
enforced at run-time because the features of an adjunct tree
must unify with the features of the verb tree into which it is
inserted.

8 A window can be either brittle or solid, depending on var-
ious factors such as the quality of glass and the size of the
window, etc. We are inclined to view such variation as con-
textual, and hence we exclude it from consideration for the
time being. Of course, explicit adjectival modifiers such as
the adjective solid can contribute context-independent seman-
tic information that will override the default feature value of
brittle.



To choose the correct Chinese translation for break,
the features for the action expression and the instru-
ment must be consistent, as shown in Figure 14.

NP NP
Niresult : <1> Nobj D <>
instrument : <2 inst D <>
result : [form: brittle obj ¢ [form:  solid
realm : physical realm : physical
instrument @ other inst : other
chuanghu men

chuang’hu tree men tree

Figure 13: NP trees for Chinese window and door

NP NP
Niresult : <1> Nobj D <>
instrument : <2 inst D <>
result : |form: solid obj ¢ |form: hard
realm : physical realm : physical
instrument : feet inst : hammer-or-axe
tizi fuzi
ti’z1 tree fu’zi tree

Figure 14: NP trees for Chinese hoof and aze

When translating the English sentence A Fhorse
broke the window with his hooves, the instrument his
hooves will select for the action expression ti, the pa-
tient the window will select for the result expression
sut, so the whole translation will be:

(8) A horse broke the window with
yiI'pi ma ti’sui na’ge chuang’hu yong
his hooves.

ta’da ti'z1

yi’pt ma ti’sui le chuang’hu.

Similarly, the word break in the sentence he broke
the door with an are will be translated into kan’po,
since a door is a solid object and it would select for
the result expression po, while the instrument the are
would select for the action expression kan.

(9) He broke the

ta kan’po zhi’shan men yong yi’zhi

door with an

aze.
fu'z1

ta yong fu’zi kan’po le men.

Sometimes, an instrument corresponds to several
action expressions, and the exact result of the action
may be unclear. For example, we can use an axe to
kan (to move horizontally) or pi (to move vertically).
Similarly, a type of patient such as a window may
be compatible with more than one result expression,
since a window can be broken into small pieces, which
is sui, or into large pieces, which is po. This type of
ambiguity points up the limitations of our context-
independent approach, and requires an interface to
contextual information, a capability our system does
not have.

The agent of the break action can be a natural force
as well as an animate object. Each kind of natural
force has its own power and manner for exerting force
on a patient. Similarly to the relationship between
animate agents and default instruments, we can ex-
amine the possibility of building a mapping from nat-
ural forces to action expressions. For a detailed dis-
cussion, please refer to (Egedi et al., , 1996).

6 Future Work and Conclusion

This work 1s initial work on a problem of Machine
Translation that has often been ignored or relegated
to the domain of pragmatics or world knowledge. As
such, there remains much more work to be done, from
extending our implementation to include a larger set
of lexical items, to defining ontologies for the lan-
guages that we are interested in, to questions such
as how much and what kind of information is re-
ally language-specific. The ontologies will require ac-
cess to information from many sources, not the least
of which will be statistical information from aligned
bilingual corpora (Gale and Church, , 1991; Dagan et
al., , 1993; Wu, , 1995; Wu and Xia, , 1994). Unless
we are claiming that no features need to be shared be-
tween language translation pairs, which we are not,
a decision must still be made about what informa-
tion should be transferred between the languages. A
related question arises for interlingua approaches —
what information should be included in the underly-
ing semantic representation. It is not at all clear to
us where that line should be drawn.
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