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Abstract tool of great value in improving the efficiency and accuracy
of grammar development, but it is also very useful for inves-

In this paper, we present a quantitative comparison tigating theoretical linguistics.

between the syntactic structures of three languages:
English, Chinese and Korean. This is made pos-
siblge by first extracting Lexicalized Tree Adjoi%- 2 Our Annotated Corpora

ing Grammars from annotated corpora for each lan- In this section, we briefly discuss some linguistic characteris-
guage and then performing the comparison on the tics of English, Chinese, and Korean, and introduce the Tree-
extracted grammars. We found that the majority banks for these languages.

of the core grammar structures for these three lan-

guages are easily inter-mappable. 2.1 Differences between the Three Languages
These three languages belong to different language families:
1 Introduction English is Germanic, Chinese is Sino-Tibetan, and Korean

The comparison of the grammars extracted from annotated,ces petween these languages. First, both English and Chi-
corpora (_|.e., Treebanks) is important on both theoretical ang\ase have predominantly subject-verb-object (SVO) word or-
engineering grounds. Theoretically, it allows us to do a quanger, whereas Korean has underlying SOV order. Second, the
titative testing of the Universal Grammar Hypothesis. Oneyqrq order in Korean is freer than in English and Chinese in
of the major concerns in modern linguistics is the establishyhg sense that argument NPs are freely permutable (subject
ment of an explanatory basis for the similarities and variationgy, certain discourse constraints). Third, Korean and Chinese
among languages. The working assumption is that languagggsely allow subject and object deletion, but English does not.
of the world share a set of universal linguistic principles a”dFourth, Korean has richer inflectional morphology than En-

the apparent structural differences attested among languaggfsh whereas Chinese has little, if any, inflectional morphol-
can be explained as variation in the way the universal pring

ciples are instantiated. Comparison of the extracted syntac-~
tic trees allows us to quantitatively evaluate how similar the2 2 Treebank Description

syntactic structures of different languages are. From an e h o :
/ . . . e Treebanks that we used in this paper are the English Penn
gineering perspective, the extracted grammars and the lin reebank II[Marcuset al, 1993, the Chinese Penn Tree-

between the syntactic structures in the grammars are Valuab!)eank[Xia etal, 20008, and the Korean Penn Treebdiian

resources for NLP applications, such as parsing, computa: i :

tional lexicon development, and machine translation (MT), tc%hrilﬁégg ej:]d il—hfam:'g ﬁ)_?]r:lrtr;zts éfsoi:“t:?jjs J)rfreg?)glés Oaflre

nalr:?h?sfev;. er we first briefly discuss some linguistic char-129S: Part-Of-Speech (POS) tags for head-level annotation,
bap y 9 gntactic tags for phrase-level annotation, function tags for

g Altaic [Comrie, 198Y. There are several major differ-

acteristics of English, Chinese, and Korean, and introduc : . .
' ' ' . ~grammatical function annotation, and empty category tags for
the Treebanks for the three languages. We then describe opped arguments, traces, and so on.

tool that extracts Lexicalized Tree Adjoining Grammars (LT-
AGs) from the Treebanks and the results of its application, We chose these Treebanks because they all use phrase

; . structure annotation and their annotation schemata are sim-
sN:ri(téfvrr?edee;(r:ggtzgl‘]l';en;(ta)g]r?lfg:g?%/r;(;:sa%%ﬁﬁtfoﬁggtg arr)lr'i]l__ar, which facilitates the comparison between the extracted
marily of matching syntactic structures (namely, templatesf reebank grammars. Figure 1 shows an annotated sentence

sub-templates and context-free rules) in each pair of Treebank®™ the English Penn Treebank.

grammars. The ability to perform this type of comparison  ithe reason why the average sentence length for Korean is
for different languages enables us to distinguish languagenuch shorter than those for English and Chinese is that thieato
independent features from language-dependent ones. Thergeebank includes dialogues that contain many one-wortierep
fore, our grammar extraction tool is not only an engineeringwhereas English and Chinese corpora consist of newspajeesr



Language| corpus size| ave sentence | tagset 41 2 e O\ #a4:
(words) | length (words)| size N‘F’ A N‘P
English 1,174K | 23.85 94 NS MR AES NNS
Chinese 100K | 23.81 92 | b veP wei /|
Korean 54K | 10.71 61 underwriters il draft policies

(a)etrees

Table 1: Sizes of the Treebanks and their tagsets
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Figure 1: An example from the English Penn Treebank N Ym m-1 X CC‘(\ .
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3 Extracting Grammars |X Z X/O\Z‘1 oS,
. . . . . X% zP
In this section, we give a brief introduction to the LTAG for- lexical item lexical item |
malism and to a system named LexTract, which was built lexical item
to extract LTAGs from the TreebankXia, 1999; Xiaet al,, ne-et b) mod-et _
2000&. (a) spine-etree (b) mod-etree (c) conj-etree
3.1 The Grammar Formalism Figure 3: Three types of elementary trees in the target gram-

LTAGs are based on the Tree Adjoining Grammar formal-M&f

ism developed by Joshi and his colleagliEsshiet al., 1975;
Joshi and Schabes, 199The primitive elements of an LTAG extracted should fall into exactly one of the three patterns (as
are elementary treegtfee3. Eachetreeis associated with a in Figure 3)?
lexical item (called the@nchorof the tree) on its frontier. LT- Spine-etrees for predicate-argument relations: X° is
AGs possess many desirable properties, such as the Extendtise head ofX™ and the anchor of thetree The etreeis
Domain of Locality, which allows the encapsulation of all ar- formed by the spinex™ — X™ ! — .. — XO° and the
guments of the anchor associated withedree There are arguments of{'".
two types ofetrees initial trees and auxiliary trees. An aux-  Mod-etrees for modification relations: The root of the
iliary tree represents a recursive structure and has a uniguetreehas two children, one is a foot node with the same label
leaf node, called théoot node, which has the same syntac- W as the root node, and the other noli& is a modifier
tic category as the root node. Leaf nodes other than anchaf the foot node.X™ is further expanded into a spine-etree
nodes and foot nodes asabstitutiornodes Etreesare com-  whose head(® is the anchor of the whole mod-etree.
bined by two operations: substitution and adjunction. The Conj-etrees for coordination relations: In a conj-etree,
resulting structure of the combinedreesis called aderived  the children of the root are two conjoined constituents and
tree The history of the combination process is expressed aa node for a coordinating conjunction. One conjoined con-
aderivation tree Figure 2 shows thetreesthe derived tree, stituent is marked as the foot node, and the other is expanded
and the derivation tree for the sentenecmlerwriters still draft  into a spine-etree whose head is the anchor of the whole tree.
policies Foot and substitution nodes are marked«land, Spine-etrees by themselves are initial trees, whereas mod-
respectively. The dashed and solid lines in the derivation treetrees and conj-etrees are auxiliary trees.
are for adjunction and substitution operations, respectively.

3.3 The LexTract Algorithm

3'_2 The Target Grammars , The core of LexTract is an extraction algorithm that takes a
Without further constraints, thetreesin the target grammar  Treehank sentence such as the one in Figure 1 and Treebank-

(i.e., the grammar to be extracted by LexTract) could be okpecific information provided by the user of LexTract, and
various shapes. LexTract recognizes three types of relations

between the anchor of atreeand other nodes in thetreg 2The precedence relation between the children of the nodes in

namely, predicate-argument, modification, and coordinatiofihese three patterns is unspecified, and may vary from layegte
relations. It imposes the constraint that all #eeesto be  language.
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Figure 4: The extractedtreesfrom the phrase structure in

Figure 1 that, we first create a new tagset that includes all the tags from
the three Treebanks. Then we merge several tags in this new

produces a set dtreesas in Figure 4 and a derivation tree. 2gsetintoasingle tagNext, we replace the tags in the orig-
LexTract's extraction algorithm has been describe@Xia, inal Treebanks_ with the tags in the new tagset, and then re-run
1999 and is completely language-independent. It has beeh€XTract to build Treebank grammars from those Treebanks.
successfully applied to the development of language process- Now that the Treebank grammars are based on the same
ing tools such as SuperTaggéXsa et al, 20003 and statis- t2gset, we can compare them according to the templates,

tical LTAG parserdSarkar, 200]L context-free rules, and sub-templates that appear in more than
one Treebank — that is, given a pair of Treebank grammars,
3.4 Extracted Grammars we first calculate how many templates occur in both gram-

The results of running LexTract on English, Chinese, and KoMars; Second, we read context-free rules off the templates

rean Treebanks are shown in Table Bemplatesare etrees and compare these context-free rules; Third, we decompose

with the lexical items removed. For instance, #3, #6, and #$ach template into a list cfub-templatege.g., spines and

in Figure 4 are three distinettrees but they share the same Subcategorization frames) and compare these sub-templates.

template LexTract is designed to extract LTAGs, but simply A template is decomposed as follows: A spine-etree template

reading context-free rules off the templates in an extracted® decomposed into a spine and a subcategorization frame; a

LTAG will yield a context-free grammar. The last column in Mod-etree template is decomposed into a spine, a subcatego-

the table shows the numbers of the non-lexicalized contextizationframe, and a modifier-modifiee pair; a conj-etree tem-

free rules. plate is decomposed into a spine, a subcategorization frame,
In each Treebank, a small subset of template types, whicAnd a coordination tuple. Figure 5 shows the decomposition

occur very frequently in the Treebank and can be seen a@f @ mod-etree template.

members of the core of the Treebank grammar, covers th .

majority of template tokens in the Treebank. For instance, thé-2  Initial Results

top 100 (500, 1000 and 1500, respectively) template types ipfter the tags in original Treebanks have been replaced with

the English Penn Treebank cover 87.1% (96.6%, 98.4% anghe tags in the new tagset, the numbers of templates in the

99.0%, respectively) of the tokens, whereas about half (344Q)ew Treebank grammars decrease by about 50%, as shown

of the template types occur once, accounting for only 0.32%n the second column of Table 3 (cf. the second column in

of the template tokens in total. Table 2). Table 3 also lists the numbers of context-free rules
and sub-templates(e.qg., spines and subcategorization frames)
template etree| word || context-free in each grammar.
types types| types rules ; ;
Chinese| 1140 | 21,125| 10,772 515 T e of the terblats tokens it oach Trasboank that are o
Korean 632 [ 139411 10.035 150 centage of the template tokens in each Treebank that are cov-

ered by these common template types. For example, there

Table 2: Grammars extracted from three Treebanks ————————— o
This step is necessary because certain distinctions anoong s

tags in one language do not exist in another language. Fon-exa

. ple, the English Treebank has distinct tags for past tendesypast

4 Compa”ng Treebank Grammars for participals, gerunds, and so on; however, no such distindsi mor-
Different Languages phologically marked in Chinese and, therefore, the Chirese-

In this section. we describe our methodoloay for comparin bank uses the same tag for verbs regardless of the tense fzext.as
! ay P 90 make the conversion straightforward for verbs, we usenglsi

Treebank grammars and the experimental results. tag for verbs in the new tagset.

4 . .
Ideally, to get more accurate comparison results, we wokid |
4.1 Methodology to compareetreesrather than templates (which are non-lexicalized);
To compare Treebank grammars, we need to ensure that ti@wever, comparingtreesequires bilingual parallel corpora, which
Treebank grammars are based on the same tagset. To achieweare currently building.



templates| context-free subtemplates

rules | spines]| subcat frameg mod-pairs| conj-tuples| total
Eng 3139 754 500 541 332 53 | 1426
Ch 547 290 108 180 152 18 | 458
Kor 256 102 43 65 54 5] 167

Table 3: Treebank grammars with the new tagset

templates| context-free rules| sub-templateg
(Eng, Ch) | type (#) 237 154 246
token (%) | 80.1/81.5| 88.0/85.2 91.4/85.2
(Eng, Kor) | type (#) 54 61 96
token (%) | 47.6/85.6 | 53.4/92.2 58.9/98.4
(Ch, Kor) | type (#) 43 44 69
token (%) | 55.9/81.0| 63.2/89.3 65.7/96.0

Table 4: Comparisons of templates, context-free rules, and sub-tespiahree Treebank grammars

are 237 template types that appear in both English and Chi- Because most templates that are due to annotation errors
nese Treebank grammars. These 237 template types accowtcur very infrequently in the Treebanks, we used a threshold
for 80.1% of the template tokens in the English Treebankto discard from the Treebanks and Treebank grammars all the
and 81.5% of the template tokens in the Chinese Treebankemplates with low frequency in order to reduce the effect of
The table shows that, although the numbers of matched tenTreebank annotation errors on the comparison results. Table
plates are not very high, most of these templates have high shows the numbers of templates in the Treebank grammars
frequency and therefore account for the majority of the temwhen the threshold is set to various values. For example, the
plate tokens in the Treebanks. For instance, in the (Eng, CHast column lists the numbers of templates that occur at least
pair, the 237 template types that appear in both grammars k0 times in the Treebanks.

only 7.5% of all the English template types, but they cover

80.1% of the template tokens in the English Treebank. Table 6 shows the numbers of matched templates and the
If we compare sub-templates, rather than templates, thBercentages of matched template tokens when the low fre-
percentages of matched sub-template tokens (as shown int Biency templates are removed from the Treebanks and Tree-
last column in Table 4) are higher than the percentages Qfank grammars. As the value of the threshold increases,
matched template tokens. This is because two distinct temyyr each language pair the number of matched templates de-
plates may have common sub-templates. Similarly, the pefreases. The percentage of matched template tokens might
centages of matched context-free rules (see the fourth columilacrease a fair amount at the beginning, but it levels off af-
in Table 4) are higher than the percentages of matched teMg the threshold reaches a certain value. This tendency is
plate tokens. further illustrated in Figure 6. In this figure, the X-axis is
) the threshold value, which ranges from 1 to 40; the Y-axis is
4.3 Results Using Thresholds the percentage of matched template tokens in each Treebank
when the templates with low frequency are discarded. The

The comparison results shown in Table 4 used every templa urve on the top is the percentage of template tokens in the
in the Treebank grammars regardiess of the frequency of th%hinese Treebank that are covered by the English grammar.

template in the corresponding Treebank. One potential prob= :
P P 9 b P nd the curve on the bottom is the percentage of template to-

lem with this approach is that some annotation errors in th . . )
Treebanks could have a substantial effect on the comparisdff"S i the English Treebank that are covered by the Chinese
grammar. Both curves become almost flat once the threshold

results. One such scenario is as follows: To compare lan : e
guages A and B, we use Treebarks for language A and value reaches 6 or Iayger. This result implies that most tem-
TreebankT’; for language B. Leti » andG be the gram- plates due to annotation errors occur less than six times in the
mars extracted frorfl’y and T}, respectively, and letbe a  'reebanks.

template that appears in both grammars. Now suppose that

t is a linguistically valid template for language A and it ac- To summarize, in order to get a better estimate of the per-
counts for 10% of the template tokensTh, but¢ is nota centage of matched template tokens, we should disregard the
valid template for language B and it appears once in Treelow frequency templates in the Treebanks. We have shown
bank B only due to annotation errors. In this scenarié; if  that this strategy reduces the effect of annotation errors on
excludingtemplatet covers 50% of the template tokens in the comparison results (see Table 6 and Figure 6). This strat-
Treebank A, theid7 5 includingt covers 60% of the template egy also makes the difference between the sizes of our three
tokens in Treebank A. In other words, the single error in Tree-Treebanks less important because once a Treebank reaches
bank B, which results in templatebeing included inG g, certain size, the new templates extracted from additional data
changes the comparison results dramatically. tend to have very low frequency in the whole Treebank.



1 2 3 4 5 10| 20| 30| 40
English | 3139 | 1804 | 1409 | 1209 | 1065 | 762 | 524 | 444 | 386
Chinese| 547 | 341 | 272 | 226 | 210 | 155| 122 | 110 | 100
Korean 256 | 181 | 146 | 132 | 122 | 94| 67| 57| 53

Table 5: The numbers of templates in the Treebank grammars with the ahdest to various values

threshold | 1 2 3 4 5 10 20 30 40
(Eng, Ch) | type &) | 237 165 128 111 100 73 54 47 42
token (%) | 80.1/81.5| 76.5/80.8| 64.3/80.6| 64.1/80.6| 63.8/78.5| 58.1/77.9| 57.3/76.9| 57.3/76.0| 56.4/76.0
(Eng, Kor) | type (#) 54 47 37 35 32 29 23 21 19
token (%) | 47.6/85.6| 47.5/81.0| 47.2/81.0| 47.3/80.7| 47.3/80.7| 47.3/80.4| 47.5/79.3| 47.5/79.4| 47.6/79.3
(Ch,Kor) | type #) | 43 36 34 29 27 22 18 18 17
token (%) | 55.9/81.0| 56.0/81.0| 56.0/77.0| 56.1/76.0| 55.8/76.1| 56.0/74.3| 56.1/74.5| 56.3/74.9| 56.5/74.9

Table 6: Matched templates in the Treebank grammars with various threstiioébsv

Engish +— P VP VP
Chinese —+- PN PN QP
B i vP* cCt VP VP* l\{P VP* op
: I e p I P@ QP*
V@ NPt NR cD@
o7 cb@ English

English English Chinesg

(S1) Treebank coverage (S2) annotation difference (S3) annotation error

ntage of matched template tokens

Percer

Figure 7: Spuriously unmatched templates

- S (S2) Annotation differences: Treebanks may choose dif-
ferent annotations for the same constructions; consequen-
Figure 6: The percentages of matched template tokens in thfally, the templates for those constructions look different.
English and Chinese Treebanks with various threshold valuesigure 7(S2) shows the templates used in English and Chi-
nese for a VP such astirged 7 (dollars). In the template

for English, theQP projects to an NP, but in the template for
Chinese, it does not.

Our experiments (see Table 4 and 6) show that the percent- (S3) Treebank annotation errors: A template in a Tree-
ages of unmatched template tokens in three Treebanks ranpank may result from annotation errors in that Treebank. If
from 14.4% to 52.4%, depending on the language pairs ando corresponding mistakes are made in the other Treebank,
the threshold value. Given a language pair, there are varithe template in the first Treebank will not match any tem-
ous reasons why a template appears in one Treebank gramplate in the second Treebank. For instance, in the English
mar, but not in the other. We divide those unmatched temTreebank the adverhboutin the sentencébout 50 people
plates into two categories: spuriously unmatched templateshowed ugs often mis-tagged as a preposition, resulting in
and truly unmatched templates. the template in Figure 7(S3). Not surprisingly, that template

does not match any template in the Chinese Treebank.

4.4 Unmatched Templates

Spuriously unmatched templates Spuriouslyunmatched
templates are those that either should have found a matchdduly unmatched templates A truly unmatched template
template in the other grammar or should not have been crds a template that does not match any template in the other
ated by LexTract in the first place if the Treebanks had beeffreebank even if we assume both Treebanks are perfectly an-
complete, uniformly annotated, and error-free. A spuriouslynotated. Here, we list three reasons why a truly unmatched
unmatched template might exist because of one of the followtemplate might exist.
ing reasons: (T1) Word order: The word order determines the posi-
(S1) Treebank coverage:The template is linguistically tions of dependents with respect to their heads. If two lan-
sound in both languages, and, therefore, should belong to trguages have different word orders, the templates that include
grammars for these languages. However, the template aplependents of a head are likely to look different. For exam-
pears in only one Treebank grammar because the other Treple, Figure 8(T1) shows the templates for transitive verbs in
bank is too small to include such a template. Figure 7(S1Chinese and Korean grammars. They do not match because
shows a template that is valid for both English and Chinesegf the different positions of the object of the verb.
but it appears only in the English Treebank, notin the Chinese (T2) Unique tags: For each pair of languages, some Part-
Treebank. of-speech tags and syntactic tags may appear in only one



s . . Lo
Y Y Yo $ s sults show_ a high proportion of ea_tsﬂy inter-mappable struc-
NPE VP NP VR PR Vb NP vpr ME R tures, providing support for the Universal Grammar hypothe-
V@ NPI NP V@ P@ NF N@ Ve s sis. We have also described a number of reasons why a par-
Chinese Korean Chinese Korean Engish ticular template does not match any templates in the other
_ _ _ languages and tested the effect of word order on matching
(T1) word order (T2) unique tags (T3) unique relation
percentages.

There are two natural extensions of this work. First, run-
ning an alignment algorithm on parallel bracketed corpora
would produce word-to-word mappings. Given such word-

language. Therefore, the templates with those tags will noto-word mappings and our template matching algorithm, we
match any templates in the other language. For instanc&an automatically create lexicalizetreeto-etreemappings,
in Korean the counterparts of preposition phrases in Englisivhich can be used for semi-automatic transfer lexicon con-
and Chinese are noun phrases (with postpositions attachirf§ruction. Second, LexTract can build derivation trees for
to nouns), as shown in the r|ght figure in Figure 8(T2), there_eaCh sentence in the _Corpora. By Comparlng derivation trees
fore, the templates with PP in Chinese, such as the left one ier parallel sentences in two Ianguages,.mstances of structural
Figure 8(T2), do not match any template in Korean. divergence$Dorr, 1993 can be automatically detected.

(T3) Unique syntactic relations: Some syntactic relations
may be present in only one of the pair of languages beindReferences
compared. For instance, the template in Figure 8(T3) is usefComrie, 198Y Bernard Comrie. The World’s Major Lan-

Figure 8: Truly unmatched templates

for the sentence such &¥ou should go,” said Johnwhere guages Oxford University Press, New York, 1987.
the subject of the verbaid appears after the verb. No such [pqrr 1993 B. J. Dorr. Machine Translation: a View from
template exists in Chinese. the Lexicon MIT Press, Boston, Mass., 1993.
STTSI TSI T T T2 73 T io@ [Hanetal, 200] Chunghye Han,  Na-Rae  Han,
ype@® | 1 0 153 122 199 165 | 310 and Eon-Suk Ko. Bracketing Guujelmes for
token(%) | 0.0 | 3.2 0.2 | 0.7 | 12.3| 2.1 | 185 the Penn Korean Treebank (forthcoming), 2001.

www.cis.upenn.edu/~xtag/koreantag.

Table 7: The distribution of the Chinese templates that do nofJoshi and Schabes, 199Aravind Joshi and Yves Schabes.
match any English templates Tree Adjoining Grammars. In A. Salomma and G. Rosen-
berg, editors,Handbook of Formal Languages and Au-

. . : tomata Springer-Verlag, Herdelberg, 1997.

So far, we have listed six possible reasons for unmatche ) ) ]
templates. We have manually classified templates that apJoshiet al, 1979 Aravind K. Joshi, L. Levy, and M. Taka-
pear in the Chinese grammar, but not in the English gram- hashi. Tree Adjunct Grammarournal of Computer and
mar5 The results are shown in Table 7. The table shows that SYyStem ScienceB975.
for the Chinese-English pair, the main reason for unmatchefiMarcuset al, 1993 M. Marcus, B. Santorini, and M. A.
templates is (T2); that is, the Chinese Treebank has tags for Marcinkiewicz. Building a Large Annotated Corpus of
particles (such as aspect markers and sentence-ending parti-English: the Penn TreebankComputational Lingustics
cles), which do not exist in English. For other language pairs, 1993.
the distribution of unmatched templates may be very diﬁer‘[Sarkar, 200]L Anoop Sarkar. Applying Co-Training Meth-
ent. For instance, Table 4 indicates that the English grammar 545 to Statistical Parsing. IRroc. of the 2nd NAAGL
covers 85.6% of the template tokens in the Korean Treebank. 501

If we ignore the word order in the templates, that percentage,,. o .
increases from 85.6% to 97.2%. In other words, the majorit lelioith?lq 5%?1?% rlr:ne;\/létlﬁb d'\ﬂ)?r(tz‘hrzmprﬁgrr]Eritrzzgoﬁfr:/&nﬁs
of the template tokens that appear in the Korean Treebank, Applications. InProc. of Joint SIGDAT Conference on

but not in the English Treebank, are due to the word order Empirical Methods in Natural Language Processing and
difference in the two languages. Note that the word order dif- Very Large Corpora (EMNLP/VLCP000.

ference only accounts for a small fraction of the unmatched v _
templates in the Chinese-English pair (see the fifth columiXia et al, 20004 Fei Xia, Martha Palmer, Nianwen Xue,
in Table 7). This contrast is not surprising considering that Mary Ellen Okurowski, John Kovarik, Shizhe Huang,

English and Chinese are predominantly head-initial, whereas Tony Kroch, and Mitch Marcus. Developing Guidelines
Korean is head-final. and Ensuring Consistency for Chinese Text Annotation.

In Proc. of the 2nd International Conference on Language

5 Conclusion Resources and Evaluation (LREC-200@hens, Greece,
2000.

We have presented a method of quantitatively comparingyi, 1999 Fej Xja. Extracting Tree Adjoining Grammars
grammars extracted from Treebanks. Our experimental re- from Bracketed Corpora. IRroc. of 5th Natural Language

Processing Pacific Rim Symposium (NLPRS-B@jjing,

For this experiment, we used all the templates in the grasmar China, 1999.

that is, we did not throw away low frequency templates.



