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1. (25 points) In the basic AdaBoost algorithm (where the range of hypotheses is {-1, 1}), the error, the weight, and the normalization factor of 
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 are defined as follows:
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            Prove that for any t   
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2. (25 points)  In the general AdaBoost algorithm,  when weak hypotheses have ranges [-1, 1], the following holds:

[image: image1.wmf]t

h


[image: image12.wmf])

2

)

(

1

2

)

(

1

)(

(

)

(

)

(

a

a

a

e

x

h

y

e

x

h

y

i

D

e

i

D

Z

i

t

i

i

i

t

i

t

i

x

h

y

t

t

i

t

i

t

-

+

+

£

=

-

-

å

å


     Now let  
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   Prove that      
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3. (25 bonus points) Continuing on Problem 2, prove that f(α) has the minimum value when 
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4. (25 bonus points)  In the general AdaBoost algorithm, the final hypothesis is   
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And Zt is the normalization factor at round t 
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          The training error of the final hypothesis is defined to be
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          Prove that training error 
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