LING572
Hw2
Part I is an individual homework. It is worth 50 points and is due on 1/26/06.

Part II is optional and it is worth 100 points. If you choose to do it or part of it, please hand in your solution on 2/2/06. Feel free to discuss with your classmates and/or search the internet/literature. If you work with your classmates, just list the names of your “teammates”. Each team can choose to hand in one solution or multiple solutions.  
Part I:

1. (25 points) Let n be the number of input attributes in a binary classification problem. When all the input attributes are binary, the number of non-equivalent boolean formulae is
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. Let k-DNF be the set of boolean formulae that can be represented by a DNF whose maximal term length is at most k. The sets k-CNF, k-DL, k-DL and k-TBL are defined similarly. We discuss the relations between those sets in class. Now let’s look at the case when n=2 and k=1. The following table lists all the 16 formulae when n=2: x’ is the complement of x, and + is “or”. Please indicate whether a formula can be represented 1-DNF, 1-CNF, 1-DT, 1-DL, 1-TBL, respectively.

	
	1-DT
	1-DNF
	1-CNF
	1-DL
	1-TBL

	x1’ + x2’
	
	
	
	
	

	x1’ + x2
	
	
	
	
	

	x1 + x2’
	
	
	
	
	

	x1 + x2
	
	
	
	
	

	x1’
	
	
	
	
	

	x1
	
	
	
	
	

	x2’
	
	
	
	
	

	x2
	
	
	
	
	

	x1x2 + x1’x2’
	
	
	
	
	

	x1x2’ + x1’x2
	
	
	
	
	

	x1’x2’
	
	
	
	
	

	x1’x2
	
	
	
	
	

	x1x2’
	
	
	
	
	

	x1’x2’
	
	
	
	
	

	0
	
	
	
	
	

	1
	
	
	
	
	


2. (25 points) Two classifiers are equivalent if given any input x, the outcomes produced by the classifiers are identical. In a decision list, the order among the rules is important. Now suppose we define a new type of classifiers called “unordered” decision list, where the order among the rules is unimportant. In other words, given an input, the system uses the rules in a random order, and it outputs the class specified by the first matched rule. The question is: given an ordered decision list L1, can we always find an unordered decision list L2 that is equivalent?  If the answer is yes, show what L2 should look like if L1 is 
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is always true). If the answer is no, given an example of ordered decision list for which no equivalent unordered decision lists exist.
     Part II:
3. (20 bonus points) This problem is the continuation of Problem 1. Let n be the number of the input (binary) attributes. What’s the size of the k-DT? In other words, out of 
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boolean formulae, how many of them can be represented by a k-DT? Can the number be calculated by a formula? If so, what’s the formula? If the formula is a recursive function, can it be represented as a close form formula? 

4.  (20 bonus points) Same as Problem 3 except that k-DT is replaced by k-DNF.
5.  (20 bonus points) Same as Problem 3 except that k-DT is replaced by k-DL.
6.  (40 bonus points) In the POS tagging task, the tags of neighbor words are valuable cues for determining the tag of the current word; therefore, the classifications of neighboring words are inter-dependent, instead of independent. The simplest way of using decision tree for the task is to make decisions in isolation: i.e., tagging a word without considering neighboring words’ tags. Can you do better than that? If so, please describe your algorithm.  













































_1199174809.unknown

_1199174867.unknown

_1199174167.unknown

