


* Bagging slightly degrades the performance of
stable algorithm




learning algorithms when 10 bags were used
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of the ML algorithms tested




— Simple Voting
* Count each input tag, output highest count tag
* Ties go to the last tag seen

* Weighted Voting (three base systems only):

* Train the ML systems on 80% of the training data
* Use these as confidence scores for voting
* Basically [ike reqular voting with default to best system (TBL)




Combination Technique
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* Best performance of all:

1K 5K 10K
Accuracy  192.6568 |95.2401 | 95.8752
Error Reduction | 192 53 7.45 6.67
Over Voting
Error Reduction | 35 171 27.86 26.03
Over Average
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Bagged Bagged Combined Combined
Random Voting Weighted ; Bagged TBL | Bagged over | Bagged over
Trigram MaxEnt :
Voting Average

010K -1.34 20.74 21.67 -2.78 6.13 6.90 6.67 26.03
B 5K -0.55 22.06 22.97 -3.97 8.68 5.55 7.45 27.86
01K -0.30 26.95 29.55 -2.22 14.47 6.03 12.63 36.17




Training Data Set
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1ps the change is proportional to the
cﬂcmge in the size of the training data.
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* As that increases, for example, as it doubles we see a
proportional decrease in the percentage error:

log (100 — accuracy)
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= TBL:

* Slope Values:
" Trigram:
=" MaxEnt:
= TBL:

1.7467

—0.32732
—0.35931
— 0.26656




* TBL: 0.992777
o (1]




* Slope Values:

u Trigram: —0.32732
" MaxEnt: — 0.35931
= TBL: — 0.26656

* Potentially a measure of
“trainability”

" Respornsiveress of the ML
algorithm to data size

* Coefficient of Training
Efficiency ¢




* However, this relationship does seem to fiold for a
broad range of practicalvalues for training data

S1Z€S.

100 sentences — 40K sentences




model the data in c(ifferent ways.

* Bagging and then coinf)ining systems is a goocf way to
maximize accuracy but has major runtime drawbacks, such
as computation time and system comp (exity.

* Doing this experimert allowed us to get some interesting
quantitative comparison measures of three common ML
a(goritnms. It is hard to say if these measures are

generalizable.




