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A COMPARISON OF EFFICIENT LOCATION ESTIMATORS!

By FRIEDRICH-WILHELM SCHOLZ
University of California, Berkeley

For a given sufficiently regular distribution F two efficient location
estimators are given. One is a linear combination of order statistics, called
L(F), and the other is an estimator derived from a rank test, called R(F).
The asymptotic variance of both estimators is then compared for various
underlying distributions H and it is shown that the asymptotic variance of
R(F) is never larger than the one of L(F).

0. Introduction and summary. The problem of estimating the center of a
symmetric distribution has been treated quite extensively in statistical literature.
Various classes of estimators have found special interest and we will deal with
two of them: linear combinations or order statistics, and estimates that are
derived from rank tests. Under suitable regularity conditions most of these
estimators are asymptotically normal about the center of symmetry, with asymp-
totic variances depending on the underlying distribution. We therefore have a
simple criterion, the asymptotic variances, for comparing the performance of
two different estimators. Relative to this criterion it may happen that the per-
formance of one estimator is never worse than the performance of the other.
Chernoff and Savage (1958) give one example of such a comparison, although
they consider this problem in terms of testing. For the problem of testing for
shift in two samples, they showed that the asymptotic relative efficiency of the
normal scores rank test relative to the ¢-test never falls below one. Using results
of Hodges and Lehmann (1963), one can rephrase this result as follows for the
estimation problem: The estimator derived from the normal scores one-sample
rank test has an asymptotic variance which is always less or equal to the asymp-
totic variance of the sample mean. The asymptotic variances are equal if and
only if the underlying distribution is normal, in which case both estimators are
efficient.

This result suggests the following approach in finding other examples of this
kind. We will compare only estimators which are efficient for a given fixed
underlying distribution F. In Section 2 two such estimators are constructed.
They are denoted by L(F)and R(F) and represent respectively a linear combina-
tion of order statistics and an estimator derived from a rank test. Section 3
presents a theorem which roughly states the following: If F is sufficiently regular
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(strongly unimodal, etc.), then the asymptotic variance of R(F) is always less
or equal to the asymptotic variance of L(F) for all underlying distributions H
satisfying certain regularity conditions.

1. Definitions. Let X), - .., X, be independent identically distributed random
variables with distributions H,(x) = H(x — p). It is assumed that H(x) has a
density which is symmetric around zero. Otherwise H is unknown. We want
to estimate the unknown location parameter x. Since we deal with translation
invariant estimators, we shall henceforth assume g = 0. For a more detailed
account of the following two classes of estimators we refer to Jaeckel (1971).

One popular class of estimators is the class of linear combinations of order
statistics, which we shall call L-estimators. We denote the L-estimator cor-
responding to the weight function g (Jaeckel denotes it by #) by L,(g9). Under
general regularity conditions on g and H we have

ntL,(9) — NO, o,(H))

where ¢ 2(H) = (3 s*(u)du with s(u) = § g(H(x))(l{u<n@y — H(x))dx (cf. Chernoff,
Gastwirth and Johns (1967), Bickel (1967) and Stigler (1969)). Denote the class
of distributions H for which this asymptotic normality holds by CL(g).

Another class of estimators was introduced by Hodges and Lehmann (1963).
These estimators, called R-estimators, are derived from one-sample rank tests.
The R-estimator corresponding to the score function J is denoted by R, (/). Under
regularity conditions on J and H we have

ntR,(J) — N0, a,*(H))

where o ,2(H) = (§3J%(u)du) - (§ (d/dx){J(H(x))}dH(x))~* (cf. Hodges and Lehmann
(1963) and Puri and Sen (1971)). Denote the class of distributions H for which
this asymptotic normality holds by CR(J).

2. Efficient estimators for F. For H,(x) = F((x — ¢)/0), where F is completely
known and belongs to the class & defined below, we construct L- and R-esti-
mators for x which are efficient at F. Since these two estimators, which are
denoted by L(F) and R(F) respectively, are location and scale invariant, we
may restrict ourselves to = 0 and ¢ = 1.

The class . consists of all distributions F satisfying the following regularity
conditions: '

(i) F(x) has a density f with the properties f(x) = f(—x) for xe R and
f(x) > 0 for xe R;

(ii) f is continuously differentiable on R;

(iti) 1(f) = § ¢/ (x)f(x) dx < oo, where ¢ (x) = —f"(x)[f(x);

(iv) ¢, has a continuous derivative except at a finite number of points.

DEFINITION OF L(F). For Fe . Z set g(t) = [I(f)]™" - ¢/(F~(t)) and define
L(F) = L,(9). If FeCL(g), then n*L(F) is asymptotically normal with mean
zero and variance [/(f)]™!, i.e. L(F) is efficient.
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DEFINITION OF R(F). For F e & setJ(t) = ¢(F~'(t))and define R(F) = R,(J).
If F e CR(J), then niR(F) is asymptotically normal with mean zero and variance
[I()]?, i.e. R(F) is efficient.

3. Comparison of R(F) and L(F). For a given F e.% we will now compare
the asymptotic variances of R(F) and L(F) when the sample arises from a sym-
metric distribution H different from F.

The following additional assumptions on F will be imposed:

Al: ¢(x) = —f'(x)/f(x) is non-decreasing,

A2: Fe CR(J)n CL(g)where J(t) = ¢ (F-\(t))and g(¢t) = [I(f)]7*- ¢/ (F~X(1)).
The underlying distribution H will be subject to the following restrictions:

Bl: H has a density A(x) and is symmetric around zero and A(x) > 0 on
{x]0 < H(x) < 1}

B2: He CR(J) n CL(g), where J and g are the same as in A2.

For underlying distributions H satisfying these regularity conditions, the asymp-
totic variances of n* . R(F) and niL(F) are given by:

o5 (R(UF)) = I(f)(§ [&/ (F~(H)))[f(F(H(x)]A(x) dx)~
and ¢, (L(F)) = \§ s*(u) du with s(u) = § g(H(x))(I;,<p@y; — H(X)) dx where g is
the same as in condition A2.

In the special case where F is equal to the normal distribution @, it was shown
by Chernoff and Savage (1958) that ¢,*(R(®)) < ¢,*(L(P)) for any underlying
distribution H subject to above restrictions. Here equality holds if and only if
H(x) = ®(ax) for some a > 0. Gastwirth and Wolff (1968) gave a simpler proof
for the same result, and we will use their method to prove the following theorem.

THEOREM. Let Fe 7 satisfy conditions Al and A2. Then
(1) o x*(R(F)) = o4*(L(F))
for all H satisfying Bl and B2. If further ¢’ > 0 where it is defined, then equality
in (1) holds if and only if H(x) = F(ax) for some a > 0.

Proor. Let¢ = ¢, and g(u) = ¢'(F~*(u)) - I"(f). Sinceg = 0and {} g(u)du =1
it follows by Jensen’s inequality:

M(H) = [gf(;(_fl()%((igm - g(H(x)) dH(x)]_l
= 1(f)7" § g(H)A(F~(H(x))) dx
= 1) §5 9(H(y)) dy - f(FH(H(x))|22
— 1) § s(H(x)¢(F~}(H(x))) dH(x)
= K(H) .
Here we use that s(H(x)) = — {3 g(H(y))dy. This follows easily from the identity:
s(u) = —§¢7' g(H(x)) dx + §5 g(H(x))(1 — H(x)) dx — §2 g(H(x))H(x) dx .
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Since § |s(F(x))| dF(x) < oo one has for suitably chosen sequences u,: s(u,) X
f(F*u,))—0as u,— 1 or u,—0. The Cauchy-Schwarz inequality then yields:

o’ (R(F)) = I(f/)M*(H) < I(/)K*(H) < I(f)™" § s*(H(x)) dH(x) - § ¢*(x) dF(x)
= o 5’(u) du = 0, (L(F)) .
The last assertion of the theorem follows easily by examining the inequalities.
This concludes the proof.

REMARKs. The last assertion of the theorem is not necessarily true without
the condition ¢’ > 0, as can be seen by the following example. Let ¢,(x) = x
for |x| < k and ¢,(x) = k - sign(x) otherwise (k > 0). This ¢,-function plays
an important role in Huber’s paper (1964). It corresponds to a distribution F),
which is normal in the middle but has double exponential tails. Since ¢,'(x) = 0
for |x| > k, it is seen that the asymptotic variance ¢,*(R(F,)) is not changed if
one modifies H(x) for those x for which H(|x|) > F,(k). A similar remark applies
to a,*(L(F,)). Here L(F,) takes on the form of a trimmed mean.

Thus ¢,(R(F,)) = o4’ (L(F,)) for all H which satisfy B1, B2 and H(x) = F,(x)
for |x| < k. So far it is not known to the author whether condition Al is nec-
essary for the assertion of the theorem to hold.
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