
Solutions to the Problems in the First

Assignment

Math 394 B & C

We use the more 
ommon notation A
⋂

B for the interse
tion of the sets

A and B (rather than AB, as in the book), and denote in
lusion by A ⊆ B,

rather than A ⊂ B, to distinguish between the possibility that A = B, and

the ex
lusion of it (this is also the more 
ommon notation in mathemati
al

literature). We will denote the en
losing set by Ω (again, following 
ommon

pra
ti
e), so that all sets 
onsidered below are subsets of Ω, and, in parti
ular,

Ec = Ω \ E
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One way to prove the statement is to 
al
ulate

E
⋂

(

E
⋂

F
)

=
(

E
⋂

E
)

⋂

F = E
⋂

F

hen
e E
⋂

F ⊆ E, and

E
⋃

(

E
⋃

F
)

=
(

E
⋃

E
)

⋃

F = E
⋃

F

so that E ⊆ E
⋃

F

2

If E ⊆ F , then E
⋂

F = E, so that (E
⋂

F )
c
= Ec

⋃

F c = Ec
, whi
h proves

that F c ⊆ Ec
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Note that E
⋃

Ec = Ω, hen
e, (F
⋂

E)
⋃

(F
⋂

Ec) = F
⋂

(E
⋃

Ec) = F
⋂

Ω =
F . The other relation is proved exa
tly in the same way.
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The deli
ate point is in the pre
ise de�nition of

⋃

∞

i=1
Ei, and

⋂

∞

i=1
Ei. The

�rst is the smallest subset of Ω 
ontaining all

⋃

n

i=1
Ei, i = 1, 2, . . .. Sin
e, by

indu
tion,

F
⋂

(

n
⋃

i=1

Ei

)

=

n
⋃

i=1

(

F
⋂

Ei

)

it is easy to see that any ω ∈
⋃n

i=1
(F
⋂

Ei) will belong to

⋃n

i=1
Ei, from whi
h

the statement follows. The se
ond statement is proved in the same way, ex-


hanging �smallest set 
ontaining all �nite unions� with �largest set 
ontaining

all �nite interse
tions�.
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We 
an de�ne

F1 = E1, Fi = Ei \
i−1
⋃

k=1

Fk i = 2, 3, . . .

Now, any union 
an be written as the union of disjoint sets. Of 
ourse, P [Fi] ≤
P [Ei]. Hen
e, we have

P

[

∞
⋃

i=1

Ei

]

= P

[

∞
⋃

i=1

Fi

]

=

∞
∑

i=1

P [Fi] ≤
∞
∑

i=1

P [Ei]

That is, we 
an prove, from the 
ountable additivity of the probabilities of

disjoint sets, the 
ountable subadditivity of the probability of sets.

The idea 
an be pushed further. For example, de�ne

F1 = E1, Fi = Ei

⋃

Fi−1

Now, the sequen
e {Fi} is in
reasing, sin
e F1 ⊆ F2 ⊆ . . ., so that any union


an be written as the limit of an in
reasing sequen
e of sets. A similar argument

shows that any interse
tion 
an be written as the limit of a de
reasing sequen
e

of sets. It follows that we 
an use the property of �
ontinuity as set fun
tion�

for probabilities as alternate axioms, in pla
e of 
ountable additivity. In fa
t, if

you look at the proof of Proposition 6.1 in the book, you see that we only need


ontinuity over in
reasing, or over de
reasing sequen
es, to prove the other, and


onsequently, 
ountable additivity.
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(a) We 
an use the distributive property to 
on
lude

(

E
⋃

F
)

⋂

(

E
⋃

F c

)

= E
⋂

(

F
⋃

F c

)

= E
⋂

Ω = E

(b) We 
an use now the asso
iative and 
ommutative properties, together with

point (a), and 
on
lude, after applying again the distributive property at

the end,

(

E
⋃

F
)

⋂

(

Ec
⋃

F
)

⋂

(

E
⋃

F c

)

= E
⋂

(

Ec
⋃

F
)

=
(

E
⋂

Ec

)

⋃

(

E
⋂

F
)

= E
⋂

F

(
) Similarly,

(

E
⋃

F
)

⋂

(

F
⋃

G
)

= F
⋃

(

E
⋂

G
)

(for example, (E
⋃

F )
⋂

(F
⋃

G) = (F
⋂

[E
⋃

F ])
⋃

(G
⋂

[E
⋃

F ]), and
(F
⋂

[E
⋃

F ]) = F , while (G
⋂

[E
⋃

F ]) = (G
⋂

E)
⋃

(G
⋂

F ), so we end

up with F
⋃

(G
⋂

E)
⋃

(G
⋂

F ), and sin
e F
⋃

(G
⋂

F ) = F , we hav the

result)
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Sin
e we are dealing with a �nite number of experiments (n), we only need to


he
k �nite unions. We obviously have

0 ≤
n(E)

n
≤ 1

and, if E and F are disjoint, they will never o

ur together, so that n (E
⋃

F ) =
n (E)+n (F ), from whi
h additivity follows immediately. Of 
ourse, n (S) = n,

whi
h 
overs the last of the three axioms.
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The easy way is to use Venn diagrams, with the intuition that �probabilities�

assign a �weight� to any portion of a set. The idea is, of 
ourse, to �
ount� how

many times we are �
ounting� parts the belong to two or three of the sets.

11

Note that P [E
⋃

F ] = P [E] + P [F ]− P [E
⋂

F ] ≤ 1, so, indeed,

P
[

E
⋂

F
]

≥ P [E] + P [F ]− 1
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In logi
 terms, this situation 
orresponds to �XOR�, �ex
lusive or� (either one

or the other, but not both). Sin
e E
⋂

F is a subset of both E and F , we need

to subtra
t its probability from both.
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One way to prove this is to note that

E = E
⋂

(

F
⋃

F c

)

=
(

E
⋂

F
)

⋃

(

E
⋂

F c

)

where the union is of disjoint sets (sin
e F
⋂

F c = ∅). Hen
e,

P [E] = P
[

E
⋂

F
]

+ P
[

E
⋂

F c

]


