
Midterm #2 Solutions to the Problems

Math/Stat 394B

1 Quizzes

1.1

In the following list, mark the statements that are possible, leaving those that
are impossible blank.

⊗ EX = 1, EX2 = 2 There is nothing preventing a case like this

© EX2 = 1, EX does not exist. We can see how this can’t happen in a number
of ways.

1. We have the inequality (EX)
2
≤ E

[

X2
]

that indicates that the first term
cannot diverge if the second doesn’t.

2. Thinking in terms of convergence of the integrals (in the absolutely con-
tinuous case), or the sums (in the discrete case), we see that convergence
of E

[

X2
]

means, e.g. for the discrete case, that

∑

k

x2
kpk < ∞ (1)

Now, xk has to be diverging for EX not to exist – otherwise all moments
exist and we don’t have a problem in the first place. Thus, eventually,
|xk| ≤ x2

k
, and

|xk| pk ≤ x2
kpk

and by the comparison theorem, the expected value
∑

k
xkpk is absolutely

convergent.

3. It’s OK to argue like in point 2 in a more informal way. For example,
to say that since (in the absolutely continuous case)

´∞

−∞
x2fX(x)dx is

convergent, we will have, asymptotically, something like

x2fX(x) ≤
1

x1+ε
(2)

for some ε > 0 (this is not quite rigorous, but it’s close). If (2) holds,
then, of course,

|x| fX(x) ≤
1

x2+ε

and
´∞

−∞
xfX(x)dx converges even better.
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© EX = 2, EX2 = 2 The inequality in point 1 above shows this is impossible,
since 22 = 4 > 2

© EX = −1, V ar [X ] = −2 Variances are non negative

1.2

In the following list, mark the statements that are always true.

© E
[

aX2
]

= a2 (E [X ])2

⊗ E [aX + bY ] = aE [X ] + bE [Y ] This is the linearity of expectation.

© E
[

eX
]

= eE[X]

© E [log (XY )] = log (E [X ]) + log (E [Y ])

© E [max {X,Y }] = max {E [X ] , E [Y ]}

All remaining relations are never true, except in the degenerate case, when the
variables are actually constants (i.e., they have variance zero, i.e., they are equal
to a number with probability one), so that X = EX , E

[

X2
]

= X2, EY = Y ,
E [f (X,Y )] = f (X,Y ) for any f .

1.3

Let X be a continuous RV, with a density fX(x) that is equal to zero outside
the interval [−10, 10], and positive inside. Let FX be the corresponding cdf. In
the following list mark the statements that are certainly true.
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2 Problems

2.1

You play repeatedly a lottery, where your chance of winning any given round is
10−6 (in lotteries, we normally assume that all rounds are independent)

1. What is the probability of winning at least once in 1000 attempts?

2. If the cost of a ticket is $1, and the jackpot is $500,000, what is your
expected payoff for playing?

3. What is the pmf (probability mass function) of the number of wins over
2,000,000 attempts?

4. If you have a calculator, provide actual values of the pmf for the first
few values (e.g., three). If you don’t, write a usable formula (binomial
coefficients would not be very usable here).
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2.2

A system is composed of n components, each having a random time to failure
Ti, i = 1, 2, . . . , n (that is, component i will break down at time Ti). Assume all
components fail independently of each other, and have exponential distributions
with parameter λi.

1. How likely is it for component #i to last longer than its expected failure
time?

2. If the components are arranged as a series system (that is, they have to be
all functioning for the system as a whole to function), what is the MTTF
(Mean Time To Failure) for the system as a whole?

3. If the components are arranged as a stand-by system (they are used one
at a time, with the next component taking the place of the previous as
soon as that breaks down), what is the MTTF of the system?

4. Assume that n is very large, and all parameters are equal, λi = λ, i =
1, 2 . . . , n, sufficiently small to justify the use of a Gaussian approximation
for the system failure time T in the stand-by configuration. Use this
approximation to find the (approximate) size of the largest fluctuation
around E [T ] occurring with a probability of 95% (in other words, find h

such that P [|T − E [T ]| ≤ h] = 0.95)

Here, RX (x) = P [X > x] = 1 − FX (x) is the “survival function”, also
denoted by FX .
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provided, of course, that λ is also very large to make the CLT a reasonable
tool (we need to add “many small” items, where “small” is evaluated here from
the size of 1

λ
, which is the value of the standard deviation. If you look at the

statement (and the proof) of the CLT,t you will notice that you are looking for
the standard deviation of the individual terms in the sum to be of the order of
1√
n

– in our case, we want λ2 to be of the order of n.


