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Intermediary expert systems are designed to mediate 
between end-users and complex information retrieval 
systems. However, since most of these expert systems 
are based on text analysis rather than on models of hum 
man searching, they cannot process requestrelated cri- 
teria, such as precision or recall requirements. Analysis 
of the searching behavior of human intermediaries re- 
vealed a routine for the selection of search keys-free- 
text or controlled vocabulary-along a decision tree. 
Examples of decision rules demonstrate that although 
further research is required, these rules can be auto- 
mated to significantly enhance the adaptability of inter. 
mediary expert systems. 

Introduction 

It is believed that end-users will very likely search their 

own requests online when search processes are simplified 
or made friendlier. The prevailing approach to providing 
easier and friendlier user-system communication is to de- 
velop “interface” or “intermediary” systems. Indeed, 
systems such as CITE [l] are already available for public 
access, and others, such as CONIT [2] or CANSEARCH 

[3], are being tested in experimental settings. 
Through such systems, users are freed from encoun- 

ters with many peculiarities in databases and search sys- 
tems, and yet can benefit from a large range of capabili- 
ties. In particular, users can enter a request in a loosely 

structured format, preferably in a natural language, sen- 
tence-like expression. An intermediary system processes 
the request terms, displays information to users, and asks 
for some sort of feedback. The information displayed 
may be in the form of a list of subject areas, databases, 
search keys (i.e., strings of characters that are entered to 
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be searched for occurrence in pre-defined fields), or ac- 
tual citations from which users are asked to make a selec- 
tion, possibly in ranked order. Interactions of this nature 

usually proceed until users terminate the session. 
Some intermediary systems are actually helper sys- 

tems: they support shortcuts in end-user training by pro- 
viding menu-driven interaction or online help programs. 
Typically, helper systems require end-users to make most 
of the decisions during a search process, or they drasti- 

cally simplify searching by reducing the number of op- 
tions to a minimum. 

Intermediary expert systems, on the other hand, can 

be quite powerful. Expert systems replicate the perfor- 
mance of an expert in a particular area by incorporating 
the knowledge of an expert with rules for making infer- 

ences on the basis of this knowledge. Systems knowledge 
may or may not be intended to model actual processes as 
they would be performed by human experts. 

This article illustrates how to model searching behav- 
ior of human intermediaries by demonstrating that for- 
mal rules for the selection of search keys can be extracted 

from human experts. These rules cannot be incorporated 
yet into a knowledge base of an intermediary expert sys- 
tem because they are incomplete and were derived from 

searching behavior that is limited in its subject area. The 
work presented here, however, clearly indicates that with 
more research a complete set of rules can be established. 

It also provides guidance for future exploration and 
points to various issues that could be readily considered 
by designers of intermediary expert systems. 

Modeling the Selection of Search Keys 

Search processes consist of three basic intellectual 
components: (1) definition of query structure; (2) selec- 
tion of search keys; and (3) evaluation of feedback. We 
focus here on the second component. In a database that 
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offers the capability, an intermediary system must exam- 
ine each term of a request and consider its representa- 
tion: as a controlled vocabulary key, as a free-text key, or 

as both. Expert systems vary in the degree of freedom 
they provide users in this selection: some dutifully search 

only those search keys designated by a user; some use 
search keys designated by a user to generate additional 
search keys; and some automatically generate search 
keys without user participation. 

Intermediary expert systems use mapping algorithms 
to generate search keys. Whether user support and in- 
volvement are high or low, a term may be mapped to a 
descriptor (a search key from a controlled vocabulary) 
through an exact or other kinds of match, or it may not 
be mapped to a descriptor at all. While some systems, 

such as CANSEARCH [3], use subject-specific ap- 
proaches, most existing intermediary systems, expert and 
helper, use mapping algorithms that are based on text 

characteristics, such as word-occurrence frequency or 
statistical associations. 

The most apparent drawback of text analysis al- 
gorithms is their lack of sensitivity to request-specific re- 
quirements that cannot be directly deduced from a re- 
quest statement. Consider, for example, a request about 
“the attitudes of anorexic students toward themselves 
during examinations periods.” One user is interested 
only in anorexic students, another wants to get all the in- 
formation available on the topic but is primarily inter- 
ested in students and is willing to look at material about 
student behavior during examinations periods. The sys- 

tem decides, say, to use anorexic students as a single 
search key, but may or may not suggest the term students 
as a search key, following its own algorithm. 

However, when experienced online searchers select 
search keys, they examine not only the degree of term- 
descriptor match, but they also consider other factors. 
Moreover, these additional factors are quite frequently 
essential to the success of a search. One wonders why the 
experience of human intermediaries has been neglected 

by system designers when it is an important source of 
knowledge. 

There may be two explanations. First, online search- 
ing behavior was not being investigated and thus could 
not contribute knowledge. Second, research and develop- 

ment in information storage and retrieval is familiar with 
text analysis because of the long and established experi- 
ence in automated indexing. Although methods and ap- 
proaches to automated indexing vary greatly, most of 
them rely on text analysis and are thus text-oriented 
rather then user-oriented. Only recently, in an experi- 
ment at the American Petroleum Institute, a first attempt 
has been made to develop an automated indexing system 
which models indexing behavior [4]. 

As a first step toward knowledge engineering in inter- 
mediary expert systems, I analyzed the online searching 
behavior of several human intermediaries and found that 
online searchers do indeed follow some rules [S]. In their 

selection of search keys, they utilize informal and some- 

times highly intuitive decision rules. Moreover, these 
rules can be detected, examined, and presented in a for- 
mal structure which can be processed by computers. This 
formal presentation incorporates knowledge of multiple 
experts and with further research can be used in a knowl- 
edge base for intermediary expert systems. 

The Study Method 

To examine online searching behavior, eight searchers 
were observed performing their regular, job-related 
searching [6]. Searchers who have been searching for 
more than two years were recruited from among informa- 

tion specialists in scientific areas, primarily in the life sci- 
ences. They were studied one at a time, and were asked to 

verbalize their thought processes during their searching 

to the degree that speaking out loud would not interfere 
with their performance. These verbalizations, including 

the creation of search strategy, were recorded. At the end 

of the observation period (approximately 10 to 15 
searches), each searcher was interviewed to reveal and 
clarify information not accessible to observation. 

Data collected for analysis were about one hundred 
printed search protocols with transcriptions of verbalized 
thought processes and additional explanations from the 

final interviews. 
Each instance in which searchers had selected a search 

key was then identified and the reason for the specific 

choice was explicitly noted. Analysis of the first ten 
search protocols generated a preliminary list of condi- 
tions under which a particular selection was made. For 
example, a condition for choosing a free-text key is: to 

enter straightforwardly a specific concept which might 
not be a trustworthy descriptor. 

All the search protocols were then analyzed against 
this preliminary list of conditions. Each instance in which 
searchers had selected a search key was listed under the 

condition to which it applied. Instances whose condition 

could not be found suggested a new condition to be added 
to the list. This analysis revealed that most conditions 

were considered by most searchers, and only a few combi- 
nations reflect searchers’ individual idiosyncrasies. 

The list of conditions for the selection of search keys is 

presented in Figure 1 in the form of a decision tree. This 
set of decision rules is called here “the selection routine.” 

The selection routine specifies conditions which are 
necessary for a searcher to be able to select a particular 
type of search key. It describes the most commonly se- 
lected path, but there might be complications. As such, 
the selection routine is not deterministic: it cannot always 
accurately predict the selection of search keys unless 
other factors and their impact are known. This routine 
groups together similar conditions so it could be pre- 
sented in a decision tree, but it is not meant to represent a 
necessary sequence in the selection process. 

A list of the options in search key selection and the 
conditions necessary for each option is given in Table 1. 
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TABLE 1. A List of Options and the Associated Conditions. The Selection Routine 

OPTION CONDITIONS 

Use descriptors 

Add the next broader 

descriptor in the 

hierarchy 

Use generic descriptors 
in an inclusive mode 

Limit to retrieval by 

descriptors 

Limit to major 

descriptors 

Specify document type 

Use free-text terms 

Use free-text terms to 

probe indexing 

Use descriptors as free- 

text terms in other 

databases 

Use free-text terms for 

an inclusive search 

Use free-text terms to 

introduce uncommon 

types of search keys 

Descriptor Searching 

A term is a common term + 

it is mapped to a descriptor [A]. 

A term is a single meaning term + 

it is mapped to a descriptor + 

the descriptor is an exact match [D]. 

the concept has many synonyms [E2]. 

the concept is not clear to the searcher 

E31. 
the concept may not be explicitly 

mentioned [E4]. 

the descriptor is a partial match [F]. 

the descriptor is a broader term [.I]. 

A term is a single-meaning term + 

it is mapped to a descriptor + 

recall needs to be improved [E7]. 

A term is a single-meaning term + 

it is mapped to a descriptor -I- 

recall needs to be improved [E8]. 

A term is a single-meaning term + 

it is mapped to a descriptor + 

precision needs to be improved [E9]. 

A term is a single-meaning term + 

it is mapped to a descriptor + 

precision needs to be improved [ElO]. 
A term is a single-meaning term + 

it is mapped to a descriptor + 

precision needs to be improved [E12]. 

Free-Text Searching 

A term is a single-meaning + 

it is mapped to a descriptor + 

the concept is not “trustworthy” as an 

index term [El]. 

the descriptor is a broader term [HI. 

it cannot be mapped to a descriptor [K]. 

A term is a common term + 

it cannot be mapped to a descriptor [B]. 

A term is a single-meaning term + 

it cannot be mapped to a descriptor [L]. 

A term is a single-meaning term + 

it is mapped to a descriptor + 

a request needs to be searched on 

several databases [E13]. 
A term is a single-meaning term + 

it is mapped to a descriptor + 

the descriptor is a partial match [Cl. 

A term is a single-meaning term + 

it cannot be mapped to a descriptor [Ml. 

Other Combinations 

Use free-text terms in 

combination with 
descriptors 

Add free-text synonyms 

to descriptors 

Add truncated free-text 

terms to descriptors 

Add role indicators 

A term is a single-meaning term + 

it is mapped to a descriptor + 
the descriptor is a broader term [I]. 

A term is a single-meaning term + 

it is mapped to a descriptor + 

recall needs to be improved [ES]. 
A term is a single-meaning term + 

it is mapped to a descriptor + 

recall needs to be improved [E6]. 
A term is a single-meaning term + 

it is mapped to a descriptor + 

Change database 

precision needs to be improved [El I]. 

A term is a common term + 

it cannot be mapped to a descriptor [Cl. 

Before searchers decide how to represent a request 
term in a query formulation they must answer two central 
questions: (a) can a term be mapped to a descriptor, and 
(b) is it a “good” term for free-text retrieval. A searcher 
maps a term to a descriptor when she/he has decided that 
a particular descriptor best represents a request term, 
whether or not there is an exact match between the term 
and the descriptor. 

The second question is a little more complex and re- 
quires some explanation. Searchers consider a term to be 
a “good” term for free-text searching if it: (1) usually oc- 

curs in a particular context, (2) is uniquely defined, and 
(3) is specific in the concept it represents. Such a term 
will be called here a “single-meaning” term. On the other 

hand, a term that occurs in more than one context will be 
called a “common” term. For example, in the request 
about the attitude of anorexic students toward them- 

selves during examinations periods, terms such as ano- 

rexia and students are single-meaning terms. The term 
examination, on the other hand, is a common term; it can 
occur in a subject-related context (“the best way to take 
student examinations”), or in a descriptive capacity (“ex- 
amination of students’ responses”), or still further, it can 
be used very loosely to represent the concept of an inquiry 

of any kind. 
When a term is a common term, searchers do not have 

much choice in the selection of search keys: if it can be 
mapped to a descriptor, searchers almost always enter 
the descriptor as the search key [A] (i.e., option [A] in 
Figure 1. and Table 1.) because, by definition, it is not 

desirable to use a common term as a free-text search key. 

A common term that cannot be mapped to a descrip- 
tor almost always results in unsatisfactory retrieval. 

Searchers have no choice but to enter a free-text key, 
preferably in combination with other search keys, in or- 
der to retrieve citations, select some relevant ones and re- 

view their indexing in an attempt to find descriptors that 
might possibly be relevant [B]. For example, if the term 
examination cannot be mapped to a descriptor, one can 
devise a formulation (using the AND operator) that com- 
bines the terms students, anorexia, and the free-text 
term examination. Reviewing a sample of retrieved cita- 

tions, one may find that all the relevant citations include 
the descriptor Instructional Tests in their indexing, thus 

suggesting that this descriptor is an appropriate choice 
for the representation of the concept examinations. Such 
probing does not always further a search and searchers 
may then decide to select a different database: one which 
does allow the common term to be mapped to a descriptor 

[Cl. 
Single-meaning terms provide more options. If a sin- 

gle-meaning term cannot be mapped to a descriptor, 
searchers may enter a free-text term as the only search 
key [K], but they may also probe indexing of relevant ci- 
tations to make sure that no adequate descriptor is over- 
looked [L]. 
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In some cases, searchers may use a free-text key to 
search for a single-meaning term that cannot be mapped 
to a descriptor in a special way: they require that it occurs 
in a field other than the common ones, such as the jour- 

nal title field [Ml. Suppose a user is interested only in the 

psychological aspects of anorexic students, and suppose 
that the term psychology cannot be mapped to a descrip- 
tor. Searchers may predict that searching for the occur- 
rence of psychology in the text would retrieve a large 
number of irrelevant citations, and decide instead to re- 
trieve citations to articles whose authors are affiliated 
with organizations which include the stem psych in their 
titles, or articles that were published in sources whose ti- 
tles include this stem. 

The least problematic term is one that is single-mean- 
ing and also can be mapped to a descriptor. Such a term 

can be entered either as a controlled vocabulary, as a 

free-text key, or as both. Here, searchers are free to deal 
with other factors when selecting search keys. It is useful 
to show the conditions under which searchers select free- 
text keys, and those under which they choose to use de- 
scriptors. 

Selection of Free-Text Search Keys 

A single-meaning term can be mapped to a descriptor 

through an exact match, partial match, or a term might 
be mapped to a broader descriptor. When a single-mean- 
ing term is mapped to a descriptor through an exact 

match, searchers may use a descriptor [D], or elect to 

consider a variety of factors [El. 
Partial match usually implies mapping a request term 

to a narrower descriptor, or to a group of narrower de- 

scriptors. If suitable, searchers use a free-text key to in- 
clusively search concepts that are not grouped together by 

the hierarchy of the controlled vocabulary [G]. If, for ex- 
ample, the request term students is mapped to descrip- 
tors such as Foreign Students, College Students, or Un- 
dergraduates, and a descriptor Students does not exist, 

the free-text key can be used to retrieve information 
about any type of student. It should be noted that in some 

search systems use of the free-text key students also 

would retrieve citations that are indexed with descriptors 
which include the term. This is a source for constant con- 
fusion for searchers because the routine changes from 

one search system to another. 
When a single-meaning request term is mapped to a 

broader descriptor, searchers may prefer to preserve the 
specificity of the request and use free-text search keys 
[HI. If they are concerned with the precision of the set to 
be retrieved, they enter free-text terms in combination 
(using the AND operator) with the broader descriptor to 
which it is mapped [I]. 

Regardless of the degree of match between a single- 

meaning term and a descriptor, searchers may still prefer 
to use free-text search keys for three reasons. First, if re- 
call needs to be improved, searchers use both descriptors 
and free-text terms as search keys [ES]. For a further in- 

crease in recall, free-text keys are entered in a truncated 
form [E6]. Second, if searchers think that a particular 
descriptor may be assigned inconsistently by indexers, 
they consider the use of a free-text key to be more trust- 

worthy [El]. Suppose, for instance, a controlled vocabu- 

lary includes the descriptor Nutrition and also the de- 
scriptor Diet-each one to be assigned for distinct 
representation of a subject. When looking for nutrition- 
related problems of anorexic students, searchers may 
find the distinction confusing and thus assume that in- 

dexers are likely to be inconsistent in assigning these de- 
scriptors. To compensate for indexers’ errors, they may 
use both a descriptor and free-text keys, or only free-text 
keys. 

Lastly, if a request is to be searched on several data- 
bases, searchers may map single-meaning terms to de- 

scriptors in only a few of the relevant controlled vocabu- 

laries. Running the same query formulation against 
several databases, they then, in fact, search some of the 

terms as free-text keys in some of the databases [E13]. 

Selection of Controlled Vocabulary Search Keys 

The most straightforward use of a descriptor to repre- 
sent a single-meaning term is when a term is exactly 
matched with a descriptor and no other apparent con- 
straints exist. However, searchers may elect to enter a re- 
quest term as a descriptor when it is mapped to a descrip- 
tor through a partial match [F], in which case it is 

mapped to a narrower descriptor, or when the term is 

mapped to a broader descriptor [.I]. Such decisions de- 
pend on the nature of the request, and when searchers 

suspect that precision might not be satisfactory, they may 
combine free-text terms with a descriptor [I]. 

Even single-meaning terms may have some attributes 

that will make them unattractive for free-text searching. 
Regardless of the degree or nature of a term-descriptor 
match, searchers most often prefer to enter a descriptor 
when: (1) a term has many synonyms [E2]; (2) a concept 

and its use is not clear to a searcher [E3]; or (3) when a 
concept is likely to be implied rather then explicitly men- 

tioned in the searched text [E4]. 

The previously mentioned request about anorexic stu- 
dents provides a clear example of the last condition. The 
request concept attitudes toward themselves can indeed 

be entered and searched as a free-text phrase in most 
search systems. However, this concept can be expressed, 
directly or indirectly, in various other phrases, such as 

“students displayed attacks of self-hatred”, or “narcis- 
sism level dropped with time.” Searchers, then, consider 
descriptors such as Self Image, or Se&Esteem to be more 
reliable than free-text terms for searching. 

In addition to providing search keys for “problematic” 
terms, controlled vocabularies provide special means to 

improve precision and recall. When searchers perceive 
precision and/or recall to be unsatisfactory, they may de- 
cide to take advantage of these means and elect to use a 
descriptor to represent a single-meaning term. Although 
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these routines are quite well known, it might be helpful to 
mention them. When searchers decide that recall needs 

to be improved, they select a controlled vocabulary key 
because they can add the next broader descriptor in the 
hierarchy [E7], or use generic concepts in an inclusive 
mode [E8]. Controlled vocabularies readily suggest 
broader descriptors, and thus make it convenient to in- 
deed broaden a concept. Moreover, broadening the 
meaning of a concept is not always possible in free-text 

searching since the broader concept may be a common 
term. Inclusive searching-which is quite straightfor- 
ward in descriptor searching-facilitates retrieval of cita- 
tions indexed under a descriptor as well as those indexed 
under its narrower terms. 

Lastly, when searchers predict that precision may not 
be satisfactory, they may select a controlled vocabulary 

key because they can exercise various ways of adding 
weights to search keys such as: to limit to retrieval by de- 
scriptor only [E9]; to limit a descriptor to be a major de- 

scriptor [ElO]; to add role indicators [Eli]; or to specify 
document type [E12]. 

Discussion 

The selection routine clearly shows that the process of 
selecting search keys as performed by online searchers 

can be formalized into a decision tree. Moreover, several 

suggestions for improvements in existing systems are im- 
mediately apparent; others will require more research. 

First, the pattern of the selection routine illustrates the 
significance of decisions made during search key selec- 

tion to the success of a search. This pattern shows that 
when a term is “not adequate” for searching, i.e., it is a 

common term and/or it cannot be mapped to a descrip- 
tor, only a few options are available for searching. Only 
six of the twenty-five options in the selection routine are 

suggested for such terms, and some, such as the use of 
free-text terms to probe indexing, require a fair amount 
of creativity on the part of an intermediary. On the other 
hand, when a term is “good” for searching, i.e., it is a 

single-meaning term and it can be mapped to a descrip- 
tor, intermediaries can look at several options, as pre- 
sented in the check-list. In other words, only after termi- 
nological difficulties or peculiarities in representing 
request terms have been overcome for searching, can an 
intermediary consider additional factors that are essen- 
tial to the success of the search. Therefore, intermediary 
expert systems must be able to resolve terminological dif- 
ficulties before they can be equipped to deal with addi- 

tional factors. 
Second, using the selection routine, one can identify 

flaws in existing intermediary expert systems and at the 
same time propose methods to overcome these failings. 
While some flaws can be readily identified and possible 
remedies suggested already at this time, other issues re- 
quire additional research before their nature can be 
clearly defined. To demonstrate the ability of the selec- 

tion routine to illuminate such issues, a few examples are 
discussed below. 

One of the flaws in existing intermediary expert sys- 
tems that readily stands out is their inability to distin- 
guish between common and single-meaning terms. This 
distinction is important because if a term is a common 
term, experienced searchers almost always select it as a 
descriptor even if they have to change databases (unless 

they use it in a trial [B]). Yet, to my knowledge, no exist- 
ing system, provides safeguards to advise end-users 
against the use of common terms as free-text search keys. 
For example, when asked about “information retrieval, ” 
CITE suggested Information Systems, Information Ser- 
vices, Information Theory, and Information Centers, as 

descriptors, and retrieval, retrieving, and information as 
free-text search keys [ 11. Experienced searchers normally 
will avoid using these common terms as free-text keys, 
though end-users may prefer them because none of the 
descriptors exactly matches the original concept. 

The idea that some terms are not suitable for auto- 
mated processing is not new. In linguistics, homonymy 
and polysemy are specific cases of common terms which 
might be better described as ambiguous terms or terms 
that belong to more than one semantic domain. These 
concepts are essential to thesaurus construction. From 
the information science field, Fugmann, for example, 

differentiates between “individual” and “general” con- 

cepts, the latter being non-lexical concepts which are bet- 
ter searched with controlled vocabulary [7]. In addition, 
the assumption that some terms carry more information 
than others is a fundamental premise in automated in- 

dexing and abstracting. 
Control over common terms should require relatively 

modest modifications in intermediary expert systems. 
First, we have to devise a working definition of what con- 
stitutes a common term. For this purpose, it would be 
useful to test the hypothesis that terms which occur with 
high frequency in a database are also common terms. 

Suppose, however, that a system selects to define a com- 
mon term by, say, a consensus among three knowledge- 

able searchers who are highly experienced with a data- 
base. These searchers can then check each term in a 
thesaurus, including those that represent an entry or part 
of an entry and those that occur in a descriptor or in a 
lead-in entry, and determine which terms are common. 
Common terms can then be coded so they are not dis- 
played or used as free-text search keys. 

This method requires additional effort to identify com- 
mon terms that do not occur in a thesaurus or in other 

semantic networks. Some shortcuts can be devised, how- 
ever, such as the use of a number of thesauri. On the 
other hand, other methods to identify common terms 
may apply to all terms in a database whether or not they 
are listed in a thesaurus. For instance, a test can be con- 
ducted to discover *whether a correlation exists between 
the frequency in which a word occurs in a database and 
its adequacy for free-text searching. If a well-selected 
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sample of databases proves that common terms occur 
with high frequency in those databases and vice versa, 
then common terms can be singled out by frequency 

counts. 
Once a common term is defined, an intermediary sys- 

tem can interact with users. Suppose a common term 
cannot be mapped to a descriptor. By giving messages to 
users, a system can interrogate them to determine 
whether to select another database or whether to enter 

the term as a free-text search key to probe indexing. This 
interaction may reveal request-related requirements that 
are not reflected in a request statement, e.g., that the 

term is central to the request or that it always should be 
associated with another term. 

A second example of a flaw in existing intermediary 

expert systems is their failure to suggest the use of free- 
text terms for inclusive search [G]. As explained earlier, 
if the descriptor Students does not exist and a term is 
then mapped to descriptors such as University Students 
or Gifted Students through partial match, the free-text 
term students can be entered to search for any kind of 
student. This function can be easily automated. How- 

ever, one should be careful because some terms are not 
suitable to be entered as free-text keys for inclusive 
searching. 

The term attitudes is a case in point. If an exact match 
does not exist, the term attitudes can be mapped through 

a partial match to descriptors such as Employee Atti- 
tudes, Mother Attitudes, or Negative Attitudes. In 
searching for material about attitudes of students toward 
themselves, a user may find the last descriptor relevant, 
but the first two are a source for unwanted retrieval. To 
search the term attitude as a free-text key would magnify 
the problem. In this case, the user is better advised to 

scan all the descriptors to which the term is mapped and 
to select the relevant ones. 

Thus, we can designate for each word in a multi-words 

descriptor whether it can be automatically searched as a 
free-text key or whether it should be displayed to users 
when a partial match occurs. At this time, we do not have 

any scale based on systematic investigations that can de- 
termine which terms are suitable for inclusive searching 
in a free-text mode. We can, however, adapt a pragmatic 
approach and determine the status of each term by con- 
sulting with experienced online searchers. In the future, 

research in terminology may provide more rigorous crite- 
ria. 

A third example is the inadequacy of intermediary ex- 

pert systems for term analysis processes. Various statisti- 
cal approaches could be used to determine which attrib- 
utes of terms are significant for searching. For instance, 
the “trustworthiness” of a descriptor can be measured by 

the degree of consistency with which it is assigned. An 
extrapolation of the measurement of term consistency 
suggested by King & Bryant [8] could be used to measure 
trustworthiness of descriptors. A test database could be 
indexed by several indexers. A measurement for trust- 

worthiness could then be determined by the ratio between 
the number of documents to which a descriptor has been 
assigned by all indexers and the total number of docu- 

ments to which it has been assigned by any number of 

indexers (possibly weighted by the number of indexers se- 
lecting to assign a descriptor for each document). Here 
again, each descriptor that is not trustworthy can be 
flagged. During the search process, a system can then use 
free-text terms whenever it encounters a single-meaning 

term which is mapped to such a descriptor. The system 
may also convey its action to users. 

As these examples show, parts of the selection routine 
can be automated quite easily and with existing tech- 

niques. Other parts of the selection routine, such as, 

when searchers use a descriptor for a single-meaning 
term because they do not fully understand the concept it 

represents, may prove to be unsuitable for the design of 
intermediary expert systems. 

There are yet further decisions which can usefully be 
implemented after additional research is performed. 
Consider a situation in which a single-meaning term is 
mapped to a broader descriptor. There are three main 

options as shown in the decision tree (Figure 1.) at the 
points [HI, [I], and [J]. Now, suppose the term anorexia 
nervosa is mapped to the descriptor Appetite Disorders. 
An intermediary system may decide to enter anorexia 
nervosa as a free-text search key and possibly retrieve 
documents in which the subject is only mentioned, rather 

then discussed. Or, it can combine this free-text key with 
the descriptor Appetite Disorders, using the AND opera- 
tor, to retrieve articles that indeed discuss the disorder 

but may miss relevant documents that were not indexed 
under the broader descriptor. Or, the system can select to 
enter the descriptor, in which case relevant documents 
might still be missed while documents discussing appetite 

disorders other then anorexia nervosa probably will be re- 
trieved. 

No option is better than any other; it all depends on 
the nature of a request. In other words, one option is re- 
quired for one type of request and another is required for 

another type. We do not have yet a general typology of 
requests that we can use to support the selection of the 
best option. Further research in online searching behav- 
ior, however, can provide criteria to be used in automated 

systems. 
Statistical approaches may suggest some help. For ex- 

ample, one may statistically analyze user satisfaction rate 
with each of the options. Thus, even though we do not 
know explicitly which type of request requires which op- 
tion, we can implicitly detect which type is most common 
among a particular group of users by the option they find 
to be most satisfactory. We can then design an intermedi- 
ary expert system that first will always try the most com- 
monly satisfactory option, then ask for user’s reaction, 
and then utilize the next option if the first failed to pro- 
duce acceptable results. 

A much more promising approach suggests that online 
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searching behavior be investigated to reveal under which 

conditions each of the options is selected. We may find, 
for example, that when a term that is not central to a re- 
quest is mapped to a broader descriptor-and a user is 
primarily concerned with precision-searchers decide to 

combine a free-text search key with a descriptor. Trans- 
ferring this condition to automated systems will enable a 

system to decide when and how to interrogate users about 
request requirements that are relevant to the search pro- 
cess. More specifically, a system may proceed searching 
independently until it encounters a problematic term, 

such as one that is mapped to a broader descriptor, and 
then ask users for a specific kind of feedback. In sum- 
mary, it is not difficult to envision an intermediary expert 

system which would: (1) identify situations in which a re- 
quest statement is sufficient, and conversely those in 
which additional request criteria are needed for the 

search process to succeed, (2) list the relevant criteria so 
that users can provide the pertinent data, and (3) act 

upon data received to improve search results. Quite a 
powerful system! 

These few examples clearly demonstrate the benefits 
that could be gained from the study of searching behavior 

of human intermediaries, and from utilizing the experi- 
ence of human intermediaries in the design of intermedi- 

ary expert systems. 
The selection routine presented here is not sufficient to 

develop adaptive algorithms. Many issues, such as the 
nature of single-meaning and common terms or the con- 
ditions for the selection of a broader descriptor, need to 
be further investigated and rigorously defined. This rou- 
tine identifies problematic points in the search process 

and provides guidelines for research into searching be- 
havior that is relevant for automated systems. On the one 
hand, systems can interrogate users on request parame- 

ters-a subject users know best. On the other hand, they 
can select the most appropriate search keys-a decision 

casual end-users are not well enough informed to make. 
Based on searchers’ experience, intermediary expert sys- 

tems can become experts indeed. 
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