An introduction to estimation of corrupted growth models for ecologists who want to use them to analyze simple time series data
Stochastic exponential model

The basic model used in stochastic modeling of populations is an exponential population growth model with year to year variability in the annual growth rate:

Nt+1 = Nt x exp( + t)

Where  is the mean annual growth and t indicates the deviation from the mean at year t.  t is distributed normally with mean 0 and variance p.  p is termed the process error.  If you run a simulated stochastic exponential model over and over, the variance of log(Nt+/ Nt) goes up linearly with  (the time lag between your two N samples).  That’s the key feature of process error.

The stochastic exponential model is the foundational model of stochastic population modeling (e.g. Tuljapurkar & Orzack 1980, Tuljapurkar 1989).  Why?  Because any basic Leslie matrix model (or any other age- or stage-structured model) will converge to the stochastic exponential model.  One of the nice things about the stochastic exponential model is that it can be approximated by a diffusion model and thus estimates of probabilities of crossing thresholds are easy to calculate (although to be fair, with a modern computer, it’s trivial to numerically get those probabilities from simulating the discrete stochastic exponential model directely).
The corrupted stochastic exponential model, aka the corrupted growth model

Let’s say that there is some other year-to-year variability in Nt that doesn’t feedback into Nt+1, and thus doesn’t have this property that log(Nt+/ Nt) goes up linearly with unlike process error.  Let’s call this non-process error.  The corrupted population size at time t is then Ot:
Nt+1 = Nt x exp( + t)

Ot = Nt x exp( + t)

where t ~ h(mean=,variance=
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).  The most familiar type of non-process error is simple measurement and sampling error.  But don’t get stuck thinking that all non-process error is measurement or sampling error.  It can all appear due to age-structure and density-dependent feedback.  So just because you know what measurement or sampling error is, doesn’t mean you know what the non-process error in your population process is.
Putting the corrupted growth model into state-space form
Take the log of both sides of the corrupted growth model to put it in state-space form (this a statistics term for a widely studied class of statistical models):

xt+1 = xt +  + t
yt = xt +  + t
If we assume that t and t are distributed normally and independently then we have gaussian state-space models and there are nice methods for estimating gaussian state-space models.  t should normally distributed given the behavior of stochastic age-structured models, but t is not necessarily.  My experience is that t gaussian is a good assumption half the time, so let’s start there.
Our goal is to estimate:  the lambda or median long-term growth of the population; 
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, the process error variance; and 
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, the non-process error variance.  These terms are critical for PVA stuff like getting the probability of hitting thresholds and for specifying the confidence intervals.

Estimation of the parameters in the state-space model
There are currently (as of 2004), 3 methods that I use fairly regularly for estimation.  The runsum/slope methods (Holmes & Fagan 2002; Holmes 2004), Kalman filters (Lindley 2003) and REML (Staples et al. 2004).  See the cited papers for theoretical background on these methods.  All of these perform similarly for estimating , the differences are in estimating process-error.  Here are my thoughts on the pros and cons:
Runsum/slope


Pros:  Easy and fast to implement.  Seems best in practice (not in theory) over other methods.

Cons:  Complicated statistical behavior that is approximately understood; the bias in the process error estimate is not knowable in practice.

Kalman filter

Pros:  Well established and tested theoretical foundation.  Widely used in engineering.  Provides a framework for including multiple sources and types of data into estimation procedure.


Cons:  Challenging for most to code up (but ready code is available for the simple cases in the packet enclosed).  Understanding the theory requires time and statistical background.  The likelihood surface is multi-modal and the statistically consistent peak is not the maximum; this creates difficult problems finding the correct peak.

REML (Restricted Maximum Likelihood)

Pros:  Well established theoretical foundation based on maximum likelihood estimation.  Gives  estimates that are a little better than Kalman estimates (but similar to runsum/slope).  The theory is probably a bit cleaner and easier for most ecologists to follow.

Cons:  Not trivial for most to code up (but ready code is available in the packet enclosed from Staples et al. 2004).  The likelihood surface is multi-modal and the statistically consistent peak is not the maximum; this creates difficult problems finding the correct peak.  The estimation method is posited on vt+1 and vt being independent, but for lots of types of non-process error due to age-structure or density-dependence or some type of cycling in the environment, this will not be the case.  Whether this causes significant problems is a current research topic of mine.
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What you’ll find in the code packet

DHMethod files   This is a folder of files that uses the runsum/slope method to estimate parameters, plots some diagnostics, and plots the estimated posterior probability distributions.  In the folder, you’ll fine “info.pdf” which will tell you how to run the files.  One of the nice features of this package is that you can do batch files of time series.  See “info.pdf” and the “sample.txt” file.

kalman_corrects_for_missing.m   This is a Matlab file that gives you the kalman filter estimates from a row vector of time series annual censuses.  Missing values must be specified by -99.  This code doesn’t deal with the multi-modal likelihood surface problem.  Basically if it gives you a 
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 estimate close to zero (like 1E-40), it got stuck on the wrong peak and you’ll need to explore the likelihood surface to find the biologically consistent peak (both process and non-process error non zero).
remltrend.m   This code is from Staples et al. 2004 (from the ESA supplement archives), i.e. it’s not my code and you should credit them not me.  This is a Matlab file that gives you the REML estimates from a column vector of time series annual censuses.  No missing values.  This code doesn’t deal with the multi-modal likelihood surface problem.  Basically if it gives you a 
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 estimate close to zero (like 1E-5), it got stuck on the wrong peak. 
Please let me know about any bugs.
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Kalman.doc  The appendix A from Holmes 2004.  This goes over the Kalman filter.  You might read this along with Lindley 2003.

EM algorithm.doc  This goes over an EM algorithm for estimation.  The Kalman filter code included in the package works just fine for simple problems, but if you get into more complex state-space models, for example allowing mu to vary through time or having multiple subpopulations, an EM algorithm can be handy.  This file introduces you to EM algorithms in for the simple state-space model.
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