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ABSTRACT: A two-dimensional algorithm has been developed to determine the locations and sizes of steel bars in reinforced concrete members. This algorithm uses magnetostatic relationships to relate measured distortions in the magnetic field outside of a concrete member to the distribution of steel within the member. An optimal solution for the locations and sizes of the steel bars is determined by minimizing the difference between measured and computed distortions of the magnetic field. Finite-element analyses were conducted to simulate the interaction between steel bars and an imposed magnetic field. On the basis of the simulated magnetic distortion, the algorithm accurately identified the location and size of a single bar even when 20% error was induced in the magnetic distortions. The algorithm also identified two bars spaced horizontally or vertically. However, if one bar was much closer to the receivers than the other, only the closest bar was identified accurately. When 10% error was induced in the simulated magnetic distortions, the algorithm accurately located two bars only when the areas were already known.

INTRODUCTION

In many reinforced concrete structures, it is necessary to nondestructively determine the locations and sizes of the reinforcing bars. This information is often desired to assess the safety of aging structures and inspect new construction. Currently, the geometry of the reinforcement is most often determined with induction meters, which rely on the magnetic properties of the steel. Induction meters provide acceptable results when the reinforcement configuration is simple. However, nondestructive evaluation with induction meters is less reliable when the geometry of the reinforcement is complicated by the presence of closely spaced bars, stirrups, and ties (Lauer 1991).

The ability to evaluate civil engineering structures would significantly improve if a magnetic method were available to decipher complex reinforcement configurations. As a step toward this goal, this paper presents the basis of a two-dimensional, magnetostatic technique to determine the locations and sizes of reinforcing bars. To implement this technique, a magnetic field (B₀) is applied to a reinforced concrete member, and the distortion of the field (B¹), caused by the steel within the member, is measured in several locations. A possible configuration is shown schematically in Fig. 1. The algorithm computes the reinforcement configuration whose corresponding magnetic distortion most resembles the measured distortions.

After presenting an overview of the reconstruction algorithm, the two-dimensional relationships that support the algorithm are derived. The algorithm was applied to one-bar and two-bar configurations for which input data were provided by finite-element simulations. To investigate the reconstruction algorithm’s sensitivity to measurement errors, simulations of selected geometries were repeated with various amounts of error.

OVERVIEW OF ALGORITHM

A two-dimensional algorithm is proposed to determine locations and sizes of steel reinforcing bars in concrete. The underlying physical phenomenon is the same as that exploited by the three-dimensional algorithm presented by Pla et al. (1994). The two-dimensional reconstruction procedure consists of the following steps:

1. A long coil, generating a magnetic field B₀, is used to magnetize the steel within a concrete member. This magnetization induces an additional field, B⁺, at all points in space (Fig. 1).
2. The two vector components of the total magnetic field B, normal to the length of the bars are measured outside the member. This field is the sum of B₀ and B⁺.
3. The measured distortion in the magnetic field B⁺, caused by the steel inside the member, is determined by subtracting the magnetic field generated by the coil from the total magnetic field (i.e., B⁺, = B – B₀).
4. For a trial configuration of reinforcing bars (trial x-coordinates, y-coordinates, and area values for an assumed number of bars), B₀ at the center of each bar is computed.
5. The magnetic dipole density M for each trial bar is determined by simultaneously solving two sets of equations. The first equation relates M to the magnetic field to which the bar is subjected. This field is the sum of the imposed magnetic field B₀ and the magnetic field caused by magnetization of the other bars B⁺. 

\[
M = \frac{X_m}{\mu_0(1 + 0.5X_m)} (B_0 + B^+) 
\]

where \(X_m\) is the magnetic susceptibility of the steel; and \(\mu_0\) is the permeability constant in vacuum \((4\pi \times 10^{-7} \text{N/} \text{A}^2)\).

FIG. 1. Magnetic Imaging Technique
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The second equation relates magnetic distortion at the location of one bar \( B^r \) to the magnetic dipole density \( M \) at another:

\[
\left( \frac{B^r}{B} \right) = \frac{\mu_0 A_m}{2\pi(x^2 + y^2)^{\frac{3}{2}}} \left[ \begin{array}{c} x^2 - y^2 \\ 2xy \\ y^2 - x^2 \end{array} \right] \left( \frac{M_1}{M_2} \right)
\]

where \( x \) and \( y \) are the distances along the \( x \) - and \( y \) -axes, respectively, from the bar having the influence to the bar being investigated. Both (1) and (2) are derived in the next section.

6. Eq. (2) is used to calculate the distortion in the magnetic field at the receivers, \( B_{\text{rec}} \). In this step, \( M \) is the magnetic dipole density at a bar, and \( x \) and \( y \) are the distances from the bar to the receiver.

7. The sum of squared differences (SSD) is computed for all of the receivers:

\[
\text{SSD} = (B_{\text{meas}} - B_{\text{rec}})^2(B_{\text{meas}} - B_{\text{rec}})
\]

8. New configurations are selected, and steps 4–7 are repeated until SSD is minimized. This minimization results in the identification of the locations and sizes of reinforcing bars that would cause magnetic distortions most similar to those measured.

**TWO-DIMENSIONAL RELATIONSHIPS**

The proposed algorithm relies heavily on (1) and (2), which are derived in this section. In deriving these equations, the steel is assumed to be square in cross section and infinitely long. It is also assumed that the magnetic field is constant along the length of the bar and over the bar's cross section.

**Magnetization Induced by Ambient Magnetic Field**

A relationship between magnetic dipole density (\( M \)) and ambient magnetic field (\( B_0 + B^r \)) can be developed for the geometry shown in Fig. 2. The reinforcing bar is square in cross section (xy-plane), and extends to infinity in the z-direction. If \( M \) is assumed constant within the reinforcing bar, the magnetization can be modeled with a current distribution on the surface of the steel (Nayfeh and Brusel 1985). For this geometry, the current distribution consists of differential current loops. The magnitudes of the currents are \( M_z \), \( M_x \) and \( M_y \) for loops about the \( x \)-axis and \( y \)-axis, respectively (Fig. 2).

Magnetization of the steel causes a magnetic field \( B^r \) within the bar. This field can be determined from the current distribution. If the bar extends to infinity, only currents along the length (z-direction) of the bar contribute to \( B^r \). Therefore, the \( x \)- and \( y \)-components of the magnetic field caused by a single loop can be computed as the sum of the contributions from two, infinitely-long, wires. Starting with Biot-Savart’s law (Nayfeh and Brusel 1985), it can be shown that the magnetic field generated by a single wire with current \( I \) is:

\[
B = \frac{\mu_0 I}{2\pi r} \left( \frac{k \times r}{r} \right)
\]

where \( r \) is the two-dimensional vector from the wire centroid to the point being considered (the center of the bar); \( r \) = the magnitude of vector \( r \); and \( k \) = a unit vector parallel to the direction of current.

The resulting magnetic field \( B^r \) is the sum of the contributions of all the differential current loops. For the x-component, the following is obtained:

\[
B_x = \int_{-\infty}^{\infty} \frac{M_x}{\pi \sqrt{\frac{a}{2} + x^2}} \, dx
\]

Performing this integration for both the \( x \)- and \( y \)-components results in:

\[
B_x = \frac{M_x}{2\pi}
\]

For low values of magnetic intensity, magnetization varies linearly with the magnetic field (Bleaney and Bleaney 1965):

\[
M = \frac{\chi_m(B_0 + B^r + B^s)}{\mu_0(1 + \chi_m)}
\]

Substituting (6) into (7) allows the magnetic dipole density to be expressed as a function of the ambient magnetic field at a reinforcing bar. This relationship was previously defined as (1).

**Two-Dimensional Magnetic Dipole Formula**

The two-dimensional magnetic dipole formula in (2) relates distortion in the magnetic field, \( B^r \), at one point to the magnetic dipole moment at another point. This relationship may be derived from the three-dimensional magnetic dipole formula (Nayfeh and Brusel 1985):

\[
B^r = \frac{\mu_0 I}{4\pi R^3} \left( \frac{3 - \left( \frac{R^2}{R^2} \right)}{R} \right)
\]

where \( R = \) the vector from the magnetized material to the point where the magnetic field is being investigated; and \( m = \) the magnetic dipole moment.

In the two-dimensional case, the reinforcing bars are assumed to be infinitely long and uniformly magnetized by a long coil. Therefore, the distortion in the magnetic field at a point is the sum of the distortions caused by an infinite number of differential volumes, as shown in Fig. 3.

The \( x \)-component of \( B^r \) caused by a single differential element, \( dB_x \), can be obtained by expanding (8) and substituting \( MA_{mz} \, dz \) for \( m \):
\[ dB^z = \frac{\mu_0 A_{\text{sheet}} dz}{4\pi(x^2 + y^2 + z^3)} [3(M_x + M_y + M_z)x - M_z(x^2 + y^2 + z^3)] \]  

where the dimensions \( x, y, \) and \( z \) are measured from the center of the magnetized element to the point at which the distortion in the magnetic field is being evaluated. Similar expressions may be obtained for \( dB^x \) and \( dB^y \). Integrating these expressions from negative infinity to positive infinity in the \( z \)-direction leads to (2). There is no need to measure the \( z \)-component of the magnetic field because, theoretically, \( B^z \) is zero.

**IMPLEMENTATION OF ALGORITHM**

The reconstruction algorithm (steps 4–8) has been implemented with the software package MATLAB (Sigmund 1992). The user provides initial trial values of the bar coordinates and areas. Then, the program computes the distortion in the magnetic field at the receivers as well as the difference between the computed and measured distortions. The output of the program is the bar configuration that minimizes SSD, which is defined in (3).

Two optimization commands are used to minimize SSD. SSD is minimized using a simplex solution method described by Nelder and Mead (1964) with the `fminst` command (Grace 1990). SSD is also minimized using the `leastsq` command, using a search algorithm based on Levenberg’s (1944) and Marquardt’s (1963) work. The algorithm used by `leastsq`, which is intended for least-squares problems, is described by More (1977).

**One-Bar Problems**

If it is assumed that only one steel bar is present, three variables need to be determined. These variables are the bar’s horizontal location (\( x \)-coordinate), depth (\( y \)-coordinate), and area (\( A_{\text{sheet}} \)). The initial trial values were \( x = 0, y = 10 \) mm, and \( A_{\text{sheet}} = 100 \) mm\(^2\). Assuming that only one bar is present makes it possible to simplify the algorithm. In particular, there is no distortion in the magnetic field at the bar due to magnetization of another bar. Therefore, \( B^z \) in (1) is zero, and (2) may be ignored in step 5 of the algorithm.

The algorithm used to determine the location and size of one bar minimized SSD with both optimization commands. In almost all cases, both commands yielded the same results. In those few cases where the results differed, the result with the lowest SSD was selected as the algorithm’s solution to the problem.

**Two-Bar Problems**

If two bars may be present, the number of variables doubles and the complexity of the governing equations increases. The number of unknown variables increases to six: two \( x \)-coordinate values, two \( y \)-coordinate values, and two area values. In addition, interaction between reinforcing bars must be considered because the magnetized steel in one bar will distort the magnetic field at the other bar [2].

The procedure used to identify as many as two bars involved solving the problem first as if one bar was present [Fig. 4(a)], and then as if two bars were present [Fig. 4(b)]. Initial trial values for the two-bar problems were \( x = -10 \) mm, \( y = 10 \) mm, and \( A_{\text{sheet}} = 100 \) mm\(^2\) for one bar and \( x = 10 \) mm, \( y = 10 \) mm, and \( A_{\text{sheet}} = 100 \) mm\(^2\) for the second bar. During preliminary investigations, the minimization commands often converged to a local minimum when two bars were close together. In particular, the computed configuration consisted of one large bar at an intermediate position [Fig. 4(b)] and a second bar with an unrealistic location or an area that was either negative or excessively large.

To obtain the global minimum for SSD, four additional trial configurations were provided. The four additional configurations were based on the results of the first two-bar minimization. In particular, trial configurations for other two-bar solutions were selected that represented diagonal corners of one of the two bars identified by the initial two-bar solution. Both bars in the new trial configuration were assigned areas equal to one-half that of the bar being split. The splitting process was repeated so that both bars identified by the initial two-bar solution were split twice, once along each diagonal. The series of initial trial locations is described in Fig. 4. This process was performed with both optimization commands. The lowest SSD from the 12 solutions was selected as the best solution.

**SIMULATIONS**

Finite-element analyses were conducted on configurations containing rectangular steel bars to provide input data with which to test the reconstruction algorithm. All analyses were conducted with the same finite-element mesh. The model was prepared and analyzed with Ansoft Corp.’s Maxwell 2-D Field Simulator (Maxwell 1991), which uses a conjugate gradient method to solve magnetostatic problems. This finite-element model used 30,881 triangular elements to describe the geometry shown in Fig. 5. The outer boundary of the problem was located at a value of 280 mm in each coordinate direction. The conjugate gradient solver was allowed to perform 575 iterations on every problem simulated.
Two 2 by 2 mm wires with 1,000-A currents flowing in opposite directions were used to model the long coil. These wires were placed 120 mm apart center to center, symmetrically about the y-axis, and resting in the xz-plane. Five receiver locations were included in the model. They are denoted by R1–R5.

Eight possible locations for steel reinforcing bars were also provided. They are labeled V1–V8 in Fig. 5. Potential locations of reinforcing bars were 12 mm square in cross section, which corresponds to one-tenth of the coil's wire spacing. The cross-sectional area of 144 mm² was close to the nominal area of a No. 4 reinforcing bar, 127 mm. In locations where steel was present, the relative permeability was specified to be 2,000 (CRC 1992). In all other locations, the relative permeability was specified to be 1.0 (the value associated with free space).

To describe the bar geometries with nondimensional quantities, two parameters were defined. The ratio of bar depth to the distance between the coil wires was defined as the depth factor alpha, and the ratio of the x-coordinate to the distance between wires was defined as the horizontal location factor beta.

**One-Bar Problems**

Configurations containing one bar were analyzed with the bar located at x-coordinate equal to zero and increasing depths (y-coordinates) of 30, 45, 60, and 90 mm. These depths correspond to $\alpha = 0.25, 0.375, 0.5$, and 0.75. Configurations were also analyzed for a depth equal to one-half the coil wire spacing and x-coordinates of 0, 20, 40, and 60 mm. These x-coordinates correspond to $\beta$ values of 0, 0.167, 0.333, and 0.5. Errors in the reconstructed coordinates were normalized with respect to the exact depth of the bar, and errors in reconstructed area were normalized with respect to the exact area. Results for the one-bar problems are presented in Table 1. Normalized errors in the x- and y-coordinates were all less than 1.5%. They did not increase or decrease consistently with increasing coordinate values. The results also show that the error in bar area decreased as the x-coordinate or the y-coordinate of the bar increased. However, this decrease, less than 2.5%

**Two-Bar Problems**

Configurations containing two bars were analyzed with the same finite-element mesh used to analyze the one-bar problem. Reconstructions were performed with the bars at various horizontal spacings and with the bars at various vertical spacings. In particular, effects of horizontal spacing were investigated by analyzing configurations 7-8, 3-7, 3-6, and 3-5, where the two numbers in each configuration name refer to the volume elements filled with steel (Fig. 5). The center-to-center bar spacing in each configuration was 120, 60, 40, and 20 mm, respectively. In all of these configurations the bar depths were 60 mm.

The results of implementing the two-bar search algorithm are reported in Table 2. Normalized errors from the exact values associated with these results are plotted against the ratio of bar depth to bar spacing for horizontally spaced bars in Fig. 6. Again, errors in the coordinates were normalized with respect to the exact depth of the bar, and errors in area were normalized with respect to the exact area. Fig. 6 shows that the algorithm effectively identified two horizontally spaced bars. The identification was successful even when the clear distance between the bars was less than the dimension of the bars (depth to spacing ratio of 2.5).

Effects of vertical spacing were investigated by analyzing configurations 1-4, 2-4, 3-4, and 2-3. Normalized errors from the algorithm's solutions for vertically spaced bars are plotted against the ratio of the depth of bar 2 (deepest bar) to the depth of bar 1 (shallowest bar) in Fig. 7. These plots show that the algorithm identified both bars with less than 20 percent error when the ratio of bar depths was 2 or less. The algorithm was unable to identify the bar farthest from the receivers when the ratio of bar depths was equal to 3. The closer bar masked the influence of the farther bar because the closer bar caused much greater distortion in the magnetic field. As the farthest bar's contribution to the distortion decreased in proportion to the contribution of the shallow bar, the problem became similar to a problem that contained only one bar.

**SENSITIVITY TO MEASUREMENT ERROR**

The error sensitivity of the proposed algorithm is an important consideration for future development because distortions in the magnetic field must be measured in the presence of a magnetic field of much greater intensity. For example, the ratios of $B_1$ to $B_0$, ranged from about 0.001 to 26 across the receivers when the bar was located at $\alpha = 0.25$ (depth of 30 mm) and $\beta = 0$. When $\alpha$ was increased to 0.75 (depth of 90 mm), the ratios ranged from 0.0006 to 0.9660. To quantify the algorithm's sensitivity to measurement errors, sensitivity analyses were performed for all one-bar configurations and for one two-bar configuration (configuration 7-8).

**One-Bar Problems**

For configurations containing one bar, each measured distortion was modified by the addition of induced random errors. The induced errors had a mean of zero and standard deviation $\sigma$ calculated as follows:

$$\sigma = \xi \sqrt{\frac{\sum{B_i^2} - \bar{B}^2}{n}}$$

where $\xi$ ranged from 1–20%; and $n =$ the number of components in $B$ (twice the number of receivers). At each percentage level of induced error, the reconstruction was per-
TABLE 1. Locations and Sizes Determined for One-Bar Problems

<table>
<thead>
<tr>
<th>Alpha (y_0/w^*)</th>
<th>Beta (x_0/w^*)</th>
<th>(x_0) (mm)</th>
<th>(y_0) (mm)</th>
<th>(A_0) (mm²)</th>
<th>(x) (mm)</th>
<th>(y) (mm)</th>
<th>(A) (mm²)</th>
<th>Normalized Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1)</td>
<td>(2)</td>
<td>(3)</td>
<td>(4)</td>
<td>(5)</td>
<td>(6)</td>
<td>(7)</td>
<td>(8)</td>
<td>(9)</td>
</tr>
<tr>
<td>0.5</td>
<td>0</td>
<td>0</td>
<td>60</td>
<td>144</td>
<td>0</td>
<td>60.0</td>
<td>156.0</td>
<td>0.0</td>
</tr>
<tr>
<td>0.5</td>
<td>0.167</td>
<td>20</td>
<td>60</td>
<td>144</td>
<td>19.5</td>
<td>59.9</td>
<td>155.5</td>
<td>0.8</td>
</tr>
<tr>
<td>0.5</td>
<td>0.333</td>
<td>40</td>
<td>60</td>
<td>144</td>
<td>39.1</td>
<td>59.7</td>
<td>154.9</td>
<td>1.5</td>
</tr>
<tr>
<td>0.5</td>
<td>0.5</td>
<td>60</td>
<td>60</td>
<td>144</td>
<td>59.5</td>
<td>59.4</td>
<td>154.0</td>
<td>0.8</td>
</tr>
</tbody>
</table>

(a) Varying Horizontal Location

<table>
<thead>
<tr>
<th>Alpha (y_0/w^*)</th>
<th>Beta (x_0/w^*)</th>
<th>(x_0) (mm)</th>
<th>(y_0) (mm)</th>
<th>(A_0) (mm²)</th>
<th>(x) (mm)</th>
<th>(y) (mm)</th>
<th>(A) (mm²)</th>
<th>Normalized Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.25</td>
<td>0</td>
<td>0</td>
<td>30</td>
<td>144</td>
<td>0</td>
<td>30.3</td>
<td>158.5</td>
<td>0.0</td>
</tr>
<tr>
<td>0.375</td>
<td>0</td>
<td>0</td>
<td>45</td>
<td>144</td>
<td>0</td>
<td>45.1</td>
<td>156.8</td>
<td>0.0</td>
</tr>
<tr>
<td>0.5</td>
<td>0</td>
<td>0</td>
<td>60</td>
<td>144</td>
<td>0</td>
<td>60.0</td>
<td>156.0</td>
<td>0.0</td>
</tr>
<tr>
<td>0.75</td>
<td>0</td>
<td>0</td>
<td>90</td>
<td>144</td>
<td>0</td>
<td>89.9</td>
<td>155.1</td>
<td>0.0</td>
</tr>
</tbody>
</table>

(b) Varying Vertical Location

\(w^*\) is the width of the coil (120 mm).

TABLE 2. Locations and Sizes Determined for Two-Bar Problems

<table>
<thead>
<tr>
<th>Bar configuration</th>
<th>BAR 1</th>
<th></th>
<th>BAR 2</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>(1)</td>
<td>(2)</td>
<td>(3)</td>
<td>(4)</td>
<td>(5)</td>
</tr>
<tr>
<td>(x) (mm)</td>
<td>(y) (mm)</td>
<td>(A_{total}) (mm²)</td>
<td>(x) (mm)</td>
<td>(y) (mm)</td>
</tr>
<tr>
<td>7-8</td>
<td>-60</td>
<td>60</td>
<td>144</td>
<td>-59.4</td>
</tr>
<tr>
<td>3-7</td>
<td>0</td>
<td>60</td>
<td>144</td>
<td>-0.9</td>
</tr>
<tr>
<td>3-6</td>
<td>0</td>
<td>60</td>
<td>144</td>
<td>-2.2</td>
</tr>
<tr>
<td>3-5</td>
<td>0</td>
<td>60</td>
<td>144</td>
<td>-1.6</td>
</tr>
</tbody>
</table>

(a) Horizontally Spaced Bars

<table>
<thead>
<tr>
<th>Bar configuration</th>
<th>BAR 1</th>
<th></th>
<th>BAR 2</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>(1)</td>
<td>(2)</td>
<td>(3)</td>
<td>(4)</td>
<td>(5)</td>
</tr>
<tr>
<td>(x) (mm)</td>
<td>(y) (mm)</td>
<td>(A_{total}) (mm²)</td>
<td>(x) (mm)</td>
<td>(y) (mm)</td>
</tr>
<tr>
<td>1-4</td>
<td>0</td>
<td>30</td>
<td>144</td>
<td>0</td>
</tr>
<tr>
<td>2-4</td>
<td>0</td>
<td>45</td>
<td>144</td>
<td>0</td>
</tr>
<tr>
<td>3-4</td>
<td>0</td>
<td>60</td>
<td>144</td>
<td>0</td>
</tr>
<tr>
<td>2-3</td>
<td>0</td>
<td>45</td>
<td>144</td>
<td>0</td>
</tr>
</tbody>
</table>

(b) Vertically Spaced Bars

FIG. 6. Effects of Horizontal Spacing

FIG. 7. Effects of Vertical Spacing

formed 50 times, each time with new random errors. The minimization routine used to solve problems containing one bar was then used to determine the location and size of each bar for each set of erroneous simulated measurements. The mean absolute normalized errors from the algorithm solutions were plotted against the percentage of induced error. These plots are shown for a bar with varying depth in Fig. 8 and for a bar with varying x-coordinate in Fig. 9. These plots show that error sensitivity increased with increasing bar depth or x-coordinate value. Nevertheless, even when as much as 20% error was induced in the measured distortions, errors in resulting bar locations were less than 15%. Errors in determined bar areas were all less than 50%, which would result in an error of no more than one bar size for a No. 4 reinforcing bar.
Two-Bar Problems

A similar error analysis was conducted on bar configuration 7-8 (Fig. 5). In this error analysis, the induced errors ranged from 1% – 10%. Solution errors in coordinates and areas, normalized as before, are plotted against the induced error in Fig. 10. These plots show that when the induced error in \( B^\| \) exceeded 3%, the area values determined by the search algorithm differed greatly from the exact values.

The sensitivity analysis was repeated with \( A_{\text{short}} \) for both bars held at 144 mm\(^2\), representing a scenario in which the bar sizes are known and the locations need to be determined. Consequently, there were only four unknown variables in the problem (\( x \) and \( y \)-coordinates for two bars). Plots of normalized errors in the \( x \)- and \( y \)-coordinates against induced error are provided in Fig. 11. The algorithm's sensitivity to errors decreased when the bar areas were known in advance. In fact, the largest normalized error was approximately 15% when 10% error was induced in the magnetic measurements. This error corresponds to 9 mm, which is less than the bar dimension.

These observations demonstrate that the algorithm required accurate measurements to determine the area of more than one bar. However, if the areas of the bars were already known, the algorithm identified the locations of the bars even in the presence of errors. Design and selection of measurement equipment should be based on the information provided by these sensitivity analyses.
COMPARISON WITH THREE-DIMENSIONAL ALGORITHM

The two-dimensional algorithm presented here is similar to the three-dimensional algorithm presented by Pla et al. (1994). Both rely on fundamental magnetostatic relationships that describe the interaction between steel reinforcement and an imposed magnetic field.

In the previous algorithm, the three-dimensional space was discretized into small volume elements, and the unknowns were the volumes of steel in the volume elements. The discretization approach is attractive because the steel in each volume element can be determined by solving a set of linear equations. No iteration is required. A disadvantage of the discretization approach is that it is necessary to measure the magnetic field at a number of locations at least equal to the number of volume elements. Many measurements would be required to obtain reasonable resolution in three dimensions.

An important advantage of the new algorithm is the great reduction in the number of measurements it requires. In the new formulation, only two components of \( \mathbf{B} \) must be measured, and the number of unknowns is equal to three times the number of bars. The disadvantage of the new algorithm is the increase in computational effort. Whereas the previous formulation required that a set of linear equations be solved, the problem has been recast as an optimization problem. Nevertheless, the problem can be implemented on a personal computer.

Another consideration is the difference in error sensitivity between the algorithms. Errors in the finite-element simulation greatly affected the results of the three-dimensional reconstruction (Pla et al. 1994). The two-dimensional algorithm is much less sensitive to errors. The decreased sensitivity results from the fact that the distortion caused by a unit volume of steel is small compared with the distortion caused by a unit area of steel that extends to infinity in the third dimension.

CONCLUSIONS

In applications requiring the detection of a single reinforcing bar, the proposed imaging algorithm accurately determined the location and size of the bar. The algorithm's ability to identify a single bar did not appear to be sensitive to the errors induced by the researchers in the measurements of magnetic distortion.

It was also possible for the imaging algorithm to identify the locations of two bars if the bar depths were approximately the same. If one of the two bars was much closer to the receivers, only the closest bar was accurately identified by the algorithm. For problems involving two bars with unknown areas, the present formulation of the algorithm was unable to identify either bar accurately when small errors were induced in the measured distortions. If the areas of both bars were known, the algorithm was able to locate both bars accurately, even in the presence of 10% induced error.
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