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Overview

• Review: simple n-grams

• Smoothing

• Interpolation

• Backoff

• Practical Issues: Toolkits & Data Formats

• Class-based N-grams

• LM adaptation

• Longer-distance information

• Review/lookback

• Reading questions



N-gram basics

• N-gram models are a way of modeling the probability of a string of words, or 
the probability of the N+1st word being w given words 1-N. 

• Usually in comparison to something ... for example?

• Ideally: 

• Approximated as (bigram version): 
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N-grams and linguistic knowledge

• Is an n-gram model a grammar?

• What kinds of information about a language does it capture?

• What kinds of information about a language does it miss?



Calculating simple (unsmoothed) n-grams

• Bigram probability for a word y given a previous word x: 

• Out of all the times you saw x, in what percentage was it followed by y?

• What’s wrong with this?

• How can it be improved?
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Solutions

• Smoothing: redistribute probability mass from seen to unseen n-grams

• Backoff: Use lower-order n-grams when higher-order ones aren’t available

• Interpolation: Use lower-order and higher-order ones together, with weights



Smoothing

• Add-one smoothing: Before normalizing the counts, add one to every 
possible n-gram (given vocabulary + <UNK>)

• What’s wrong with this?

• Simple Good-Turing Discounting: Use the count of things observed only once 
(hapax legomena) to estimate the count of the unseen

• missing mass = P(things with freq 0 in training) = hapaxes/all items



Simple Linear Interpolation

• Combine different order N-grams by linear interpolation

• Lambdas must sum to 1. Why?

• How are lambdas set?
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Backoff

• Intuition: Use information from lower-order n-grams only if higher-order ones 
aren’t there

• Because probabilities must sum to 1 over whole model, use discounting to 
get revised probabilities for each n-gram



Practical Issues

• N-gram probabilities get problematic for computation (underflow) because 
they are so small

• Solution: convert to log probabilities, changing multiplication to addition and 
working with numbers that aren’t so small

• Toolkits: This has all been implemented already, so you don’t need to 
reimplement.  

• SRILM: http://www.speech.sri.com/projects/srilm/

• Already on patas: /NLP_TOOLS/ml_tools/lm/srilm/latest

http://www.speech.sri.com/projects/srilm/
http://www.speech.sri.com/projects/srilm/


Class-based N-grams

• Looking at sequences of word classes, rather than word types

• What kind of classes?

• Manually defined for application domain

• Automatically learned via clustering

• POS (doesn’t help)

• Generally mixed with word-based N-grams



Longer distance information

• Goodman 2006: With a corpus 284 million words, 5-grams improve on 4-
grams, but above that longer n-grams don’t help

• Skip N-grams: N-grams calculated over sequences of words that aren’t 
necessarily contiguous.  

• Why might this help?

• Factored Language Models (Bilmes & Kirchhoff 2003): Represent words as 
bundles of stems + morphological features, then learn N-grams across that 
lattice

• Why might this help?
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Midterm: Wednesday 5/6

• In-class

• Open book, open notes, closed computers, closed internet

• Covers everything so far (except today)

• Write directly on the test paper (no bluebook required)



Midterm: Study guide

• Regular expressions & regular 
languages

• FSTs: graph notation

• FSTs: transition tables

• FSTs & regular relations

• FSTs & phonological rewrite rules

• Structure of evaluations in compling

• Precision & Recall

• TTS components

• N-grams (but not backoff, 
smoothing etc)

• Guest lectures



Synthesis

• What is computational linguistics?

• How does it differ from other subfields of CS/Linguistics?

• How is it similar to other subfields of CS/Linguistics?



Formal languages

• A formal language is a set of strings

• Things you can do with a formal language:

• Recognize it

• Parse it

• Generate it



Formal languages

• Where have we encountered formal languages so far?

• What have we studied that does not involve formal languages?



Knowledge bases

• Knowledge bases are encodings of (linguistic) information

• What kinds have we seen so far in this class?

• What are they used for?

• What do they encode?



Reflection

• In what ways has the material covered so far matched your expectations for 
how compling/NLP works?

• In what ways has it been surprising?

• What presuppositions that you brought to the class have been challenged?
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Reading questions

• In section 4.9.3, they mention scanning the web to get data to practice 
language model adaption. They say it's hard to do in practice and will instead 
get 'page counts from search engines'; Does this mean the word counts 
within the page? I also wonder why the search engines would round off 
counts for some N-grams that appear frequently. Would this be frequent 
words like 'the' or something that repeated because it's the topic of the 
page? 

• The book mentions using a known topic to guess n-grams.  How easy would 
it be to do the reverse and guess a topic from n-grams?



Reading questions

• I'm confused by the definition of Katz backoff. What does it mean by "if the 
N-gram we need has zero counts, we approximate it by backing off to the 
(N-1)-gram"? 

• Are interpolation and backoff ever used together, or are they always used 
separately? For interpolation, say we want to estimate the trigram probability, 
but the trigram probability is zero, how can we still estimate and do a 
weighted interpolation using all three probabilities (unigram, bigram and 
trigram)? Or is it that in a case like this, we use the backoff way instead?

• I don't understand the difference between discounting, backoff, and 
interpolation. I understand the motivation for non-zero probabilities on N-
grams that haven't been seen yet, but I'm not sure what the motivation is for 
interpolation and backoff.



Reading questions

• What is meant by "probability mass"? Why is it something that must be 
conserved? I'm not sure how this makes it that counts for n-grams have to be 
revised. For example, the count for trout in the Good-Turing fishing example 
was shrunk from 1 to 0.67. Is this so all the fish species can be included in 
the total number 18 while retaining the proportions of the "actual" counts to 
each other?



Reading questions

• Kneser-Ney discounting is meant to be a more accurate prediction metric, 
because it takes into account the probability that a word will occur in a new 
context. However, is it a step backwards from simple add-one smoothing for 
words that do not occur frequently? Smoothing was introduced in this 
chapter as a solution for problems related to getting probabilities of 0 for 
infrequent words, but Kneser-Ney seems orthogonal to that goal. That is, it 
will only lower the probabilities of infrequent words because if a word occurs 
infrequently, it also will occur in few contexts. My guess is that it is used in 
addition to some other type of smoothing to account for this.



Reading questions

• The text says that for class-based N-grams, "we can automatically induce the 
classes by clustering words in a corpus" as opposed to categorizing words 
by hand. What is the process for clustering words into classes automatically? 
It seems like it would require a much more thorough understanding of the 
meaning behind the corpus.

• How do Class-Based N-Grams compare with normal N-Grams?

• Does hard clustering have any drawbacks since it is so strict about to which 
classes words belong? Is the same word ever accounted for twice with 
different classes? Or would this inherently make them two different words?


