Stat 581,2004: Homework 7: Outline solutions

L (a) L(6,v) = (2¢) " I(0 — ¢ < X(1) < Xy S0+ 9)
The min.sufft statistic is (X(1), X(n))-

Likelihood is maximized by 6 — = X(1), 0 +v = X(,). So ¥ = L(X(,,) — X(1)), (0) =
(b) £(0) = >ty [ X — 0

The min.sufft statistic is (X1, ..., X(n))-

The log-likelihood function is piecewise linear, with gradient n — 27 on X,y <0 < X, 1).
Thus @ is the median of the X;.

N[ —

(X(n)-f—X(l)).

T"n —a.s. %(F_l(p).—l- FY( —p)) F~1(1/2) = § by symmetry.
(b) Let f1 = fF(F~Xp)), f2 = f(F —p)). By symmetry, fo = f1 = f say. Now

F. ' (p) 0 p(L=p)/f2,  P*/hfe
n _ N , )
ﬁ(( F( —p) o P*/fifs p(1—p)/f3
SOf( (Fol(p) + FH(1=p)) — 0) —a N(0,2p/(4f%))
so to minimize asymptotic variance we maximize f(F~*(p))//p.
(¢c) For X; ~U(0 — 1,0 + ), f = 1/2¢ on its range. So choose p as small as possible, i.e. p = 1/n.
Then T7(L1/n) = %(X(l) + X(n)) = 0.
For X; ~ DE(§): for p < 3, F*I( ) = 6 —log(2p), and f(F~'(p)) = 3exp(log(2p)) = p. So
maximize p/\/p = /p, i.e. p= 5 Then T(1/2) = median = 6.
3. (a) Let W; = (X;,6;) where §; = I(X; = 1). Then the W; are i.i.d, E(W;) = (6,0e?), and
0, fe=0 — 92e—?
var(W) = V(0) = < Be 0 — 0270 Pe=0(1 — he?) >

Hence, by the multivariate CLT n2(W (0,0e79)) —4 Ny(0,V(0))
(b) Now PLn,Zn) = g(W,) where g(u,v) = (ue™*,v), so

B (I—u)e ™, 0
Hence usmg the delta-method:

((P1 s Zn) — (0e79,0e79))  —4 N2 (0, (V9)V(0)(79)?) where /g is evaulated at (0, 0e~?) and hence

_ 26729 _ 26729
(VOV(O)(v9) = <zg_z;2e—29 9@99(19—)96—9)>

(c) Since these are both regular asymptotically Gaussian estimators, the A.R.E. is the ratio of the
asymptotic variances, and

— . 01—-0)2  (1-0)%"’
ARE(ZnPin) = G960 = (109 = !

Thus the MLE (not surprisingly) is more efficient, for all § > 0.




4. Likelihood equation for p reduces to

9(p) = P* = Seyp® + (Sea+ Sy —1)p = §uy = 0
where Soy = 3 %Y, Soa = X, 27, = i
Now g(—1) <0, g(1) > 0 (justify these), so there is at least one real root in —1 < p < 1.
Now
9(p) —9(po) = (p—po)H(p,po) where
H(p.po) = (0> +ppo+p5 — Suy(p+ po) + Sua + Syy — 1)

—p pP+1 > 0forallp

So for n large enough Pr(H(p,p9) > 0) — 1, and then Pr(g(p) < 0, Vp < po) — 1 and
Pr(g(p) > 0, Vp > pg) — 1, and the root is unique.
(Cite approp. theorems, and unif. cgce on compact interval.)

5.(a)
=20(0,0,7) = (=0 (x—0) + (=) )Vy—9¢) + (z—r0— (1 —=r))(z =10 — (1 —r)¥)
=0 = (O—z) = r(z—10—(1—-1))
by=0 = (Y- )2(1—7“)(2—7”9—( —r)Y)
(

b=0 = (z—r—(1—-r)) (-0 =0

Solving the first two of these for # and v in terms of r gives § — X = rW(r)/h(r)
and Y —Y = (1 —r)W(r)/h(r) as required.

(b) Substituting for # and v into (z — 0 — (1 — r)vp) we get (z —r0 — (1 —r)p) = W(r)/h(r) as
required, and then

=20(0,9,r) = (h(r)PW'W + (1-rPWW + W'W) = WW/h(r)

Hence we need to maximize S(r) = — W (r)!W(r)/h(r).
(¢) Now
W(T>tW(T) _ T2d2’y - T(d?/z + d?cy - d%z) + d?/z
h(r) 1+r24+(1—-7r)2

and differentiating, the result follows after slightly messy arithmetic.
(d)
g(T‘) = 7/12(diz - dzz) + QT(diz - d?zy) + (diy - d?ﬂz)

The quadratic equation g(r) = 0 has two real roots (which we could write down). If dy. > d,., g(r)
is positive for large positive and large negative r, so the smaller root of g(r) = 0 is a maximum, the
other a minimum. The log-likelihood increases, then decreases, and finally increases again as r — oo.
(i) g(0) <0, g(1) < 0, maximum is in 7 < 0 and MLE within 0 <r < 1is 7 =0.

(i) g(0) > 0, g(1) < 0; MLE is the root in 0 < r < 1.

(iii) g(0) <0, g(1) > 0. The root in 0 < r < 1 is a MINIMUM of the likelihood. The maximum is in
r < 0 and the MLE is 7 = 0.

(This rather lengthy example is to show that in some cases you have to be careful. You cannot assume
the root within the parameter space 0 < r < 1 is necessarily going to be a maximum. Note the answers
do make sense: for a geometric interpretation, see the cited paper.)



